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Part I
Complexity and the Animal Mind
Introduction

Maggie McGonigle-Chalmers

‘Contemporary study of the animal mind is perhaps the most powerful integrative movement in biological science since Darwin.’

– Hendry (2008)

Humans are well practiced at lauding their achievements. A recent example from Penn, Holyoak and Povinelli (2008) notes, for example, that human animals ‘build fires and wheels, diagnose each other’s illnesses, communicate using symbols, navigate with maps, risk their lives for ideals, collaborate with each other, explain the world in terms of hypothetical causes, punish strangers for breaking rules, imagine possible scenarios and teach each other how to do all of the above’ (Penn, Holyoak and Povinelli, 2008), a list which they proceed to augment in particular and considered detail with respect to analogical reasoning, rule-based learning, reasoning about spatial relations, transitive inference, hierarchical reasoning, causal reasoning and theory of mind. All of these achievements deserve the epithet ‘complex’, insofar as this refers to emergent higher-order properties of the biological system. Whether this is represented conceptually via the interacting elements of mental representations, or more literally via the large pathways connecting sensory, motor, memorial and planning areas of the brain, it is not difficult to argue the case for the complexity of the human mind.

It is ironic that such a capability, which has used its powers to penetrate the mysteries of the physical universe for several millennia, has so very belatedly come to look at how it itself may have emerged from a cognitive substrate that we share with other species. It is nothing short of astonishing that, having pronounced so shrilly on our ‘unique’ linguistic capabilities down the centuries, we have so very recently only started to actually ‘listen’ for differentiation of meaning and communicative intentionality in other species (Cheney and Seyfarth, 2005; Deecke, Ford and Slater, 2005; Hollen and Manser, 2005; Marler and Evans, 1997). But perhaps the greatest misfortune that befell comparative psychology in its inception was the force of
Morgan’s canon when he presaged decades of the tyranny of behaviourism with the edict that:

In no case may we interpret an action as the outcome of the exercise of a higher psychical faculty, if it can be interpreted as the outcome of one which stands lower on the psychological scale. (Morgan, 1894)

The problem was that in the reductionism that followed (albeit arguably based on a misinterpretation of Morgan; see Thomas, 1998), the tools of measurement were perhaps paradoxically drawn from our own invented culture of science and engineering. As Jones describes in Chapter 1, the criteria by which animal intelligence was judged were based on dependable indices such as energetic values measured in actual size, brightness or pitch. And although the (much later) birth of a new comparative approach in the form of animal ‘cognition’ eschewed much of the old reductionism, it introduced criteria that drew substantially on abilities that appear relatively late within human development, with little regard for the extent to which they owed their emergence to enculturation and formal schooling. From this tradition there have been some ‘no-win’ debates about whether animals make transitive ‘inferences’ using criteria based on deductive mechanisms that are not particularly in evidence even in late childhood (Clark, 1969; Hunter, 1957) or show a readiness to adopt counting mechanisms that in human development are patently not only the product of formal tuition but actually work ‘against the grain’ of the human tendency to quantify by more primitive means (Fuson, 1988; Nunes and Bryant, 1996).

It is therefore only relatively recently that animal cognition has started to embrace the study of core cognitive skills that are not end-state defined, but instead are highly plausible candidates for how ‘higher-level’ abilities get off the ground. In doing so they have had to re-establish what that ground actually consists of. One place to start in every sense is with the basic connectives in the visual world without which complex behaviours and the internal representations that guide them would have no roots or primitives from which to grow. These connectives are argued by Fodor and Pylyshyn (1988) to provide the core indivisible semantics for human cognition and include causal, temporal and spatial relations and relations of equality, similarity and difference.

One of the first triumphs of research in animal cognition, therefore, was to start reclaiming this ‘relational’ ground from the grip of behaviourist accounts that had attempted to replace the concept of relational perception through reduction. Denying animals the ability to ‘comprehend’ a relation between one object and another, theories were built instead around the energetic properties of individual stimuli, rendering ‘relational learning’ in animals as a mere mechanical outcome of stimulus/response strengths. In Chapter 1 of this volume, Jones details a probing archival study that was
one of the first to challenge the veracity of this claim. In the spirit of simply ‘opening the horse’s mouth’, the ease and stability of size-relational learning in monkeys was compared explicitly with the proposed alternative of absolute stimulus learning, concluding not only that the former is a perceptual primitive in non-human primates, but that the absolute response is also fundamentally relational. Drawing, as they appear to, on ad hoc relationships within the stimulus environment, such absolute codes are shown to be highly unstable when that environment changes. These conclusions are virtually identical in every respect to those drawn by the developmental psychologist, Peter Bryant, during his pioneering studies of size-relational learning in young children (Lawrenson and Bryant, 1972).

With a common ground based on fundamental relational connectives firmly reinstated by such research, we might ask, ‘Where next?’ One route is to see how far relational comprehension can extend beyond the binary case, encompassing relations between relations such as ‘middle-sized’ and ‘second smallest’ (see McGonigle and Chalmers, 2002). The monkeys were successful in all of this and patterns of acquisition and relative difficulty were almost astonishingly similar to those obtained with preschool children. While gratifying to obtain yet another analogue with human performance, was this capability as evinced within the lab really informing us as to how ‘complex’ knowledge grows from simple primitives in evolution and development? Certainly it had been demonstrated that by making the multiple response requirements explicit, we could indeed sharpen the fine-tuning of the relational learning (and also of transitivity of choice; see McGonigle and Chalmers, 1992), but by what means, and with what exact implications for natural knowledge growth? Is it plausible that the heavily supervised designs of single-choice discrimination tasks are remotely analogous to the environmental conditions that have provoked complex decision-making in nature? The real world of dominance hierarchies, foraging and mating may be one within which binary choice may still effectively prevail (‘this one or that one’, ‘fight or flee’, ‘aggressor or appeaser’, etc.), but those decision-making capabilities appear to emerge in the form of a ranking process that can unite piecemeal input and thereby govern rational choice. In our search for cognitive continuities across species, is it not this ability to create overall order from partial sampling of the data that holds a clue to what may lie at the roots of higher-order logico-mathematical abilities in humans? Discrimination learning was not the tool for exploring this possibility. It was time to look at ranking behaviours more explicitly. And it was time to do so in the laboratory.

The second chapter of this volume reviews one of the most fundamental of all ranking mechanisms; the order of events in time. Despite Lashley’s injunction to reject simple associative chaining accounts in a seminal paper on the problem of serial order and to view it as ‘the most complex type of behaviour’, that is, ‘the logical arrangement of thought and action’ (Lashley,
seriality has become synonymous with a low-level ‘explanation’ of a solution to a cognitive task. Within the long tradition of assessing cognition in animals through training and test, the issue of whether the animal has simply conserved the order of events during training rather than their ‘deeper’ structure has plagued areas such as transitivity research. Here evidence is sought that binary relations of, for example, size (red is bigger than green; green bigger than blue) can be integrated into a linear structure affording ‘deductions’ based on combining these relations into a connected order (red>green>blue). To assess this, the original pairings have to be trained. In young children, responses to novel test pairings do seem to be initially dependent on a substructure formed by the temporal ordering of the relations in a monotonic linear sequence, AB, BC, CD and so on, and any training that violates this temporal sequencing is likely to result in failure (Kallio, 1982). Despite the fact that this might afford a clue as to how children subsequently become aware of transitive relations based on object properties alone, there has been nothing short of an obsession with eliminating temporal chaining when studying transitive choice mechanisms in animals. Without the end-state evidence (as with children) that at some point a higher-level solution will emerge based on the relational connectives alone (Halford, 1984), this is perhaps not too surprising. More surprising is how long it has taken to see that temporal relations can themselves be integrated into linear structures in precisely the same way as object relations. If A comes before B and before C, can the relationship between A and C be resolved by some mechanism of integration and ranking? And, if so, what are the properties of the resulting representations; what long-term dependencies can be supported by learning several adjacent relations? How precise and fine-tuned are the resulting linear orders? Given how fundamental temporality is to all organised behaviour, these were questions that were long overdue for investigation in the lab.

In Chapter 2, Robert Treichler reviews the two main types of experimental paradigm designed to assess temporal-ordering mechanisms. The first, the ‘concurrent conditional’ method, is largely inherited from binary discrimination techniques: the transitivity training paradigm (after Bryant and Trabasso, 1971) that involves presenting a set of linked comparisons in which reward contingencies are switched (A>B; B>C; C>D; D>E) such that novel comparisons can only be resolved if the pairs are united into an overall structure (A>B>C>D>E) (Bryant and Trabasso, 1971). With numerous theories as to how associative mechanisms could explain the patterns of transitive choices on novel pairs (such as B>D) in monkeys without implying overall ranking or serial integration, some disambiguation came in the form of the simultaneous chaining method pioneered at Columbia University by Herb Terrace and his group based on the method of rewarding serial choices such as select A then B, B then C and so forth. The switch to looking directly at ordering operations rather than inferring them from single choices has
led to a wealth of new and impressive evidence on ranking capabilities in monkeys that Treichler reviews. He also provides a persuasive argument that these sorts of serial behaviours offer a platform for converging neuro-imaging evidence on brain organisation across human and non-human primates, bringing with it a new objectivity into the continuity/discontinuity debate. Finally, Treichler returns to the current conditional paradigm exemplified by some of his own research, but adding a new twist to the story of serial-order memory in monkeys. Here we learn how macaques could combine two separate serial ‘lists’ such as A<B<C<D<E and F<G<H<I<J simply by dint of subsequently learning one connecting pair (E<F). Latency measures and tests for ordinal position all combine to present a convincing case that serial memory is both highly organised and independent of test procedure in at least some non-human primate species.

If temporal order is a fundamental, then surely spatial order is too? Also once considered to be an ‘artefact’ getting in the way of the measurement of transitive reasoning abilities in children and monkeys (McGonigle and Chalmers, 2001), the inescapable fact (and the very reason for this concern) is that humans use spatial location as an aid to memory and spatial vectors as an aid to thinking about relations (Huttenlocher, 1968; Trabasso, 1977). But viewed as an important cognitive device, rather than an uninteresting basis for solving a problem, the deployment of spatial location in the control behaviour is now receiving the attention it deserves as a fundamental property of the complex mind. Clearly what is at issue here is not so much the spatial coding of the environment that permits instinctive foraging, homing and migrational behaviour, but rather the active and flexible use of spatial information to manage novel environments in a way that is maximally adaptive. In Chapter 3, Carlo De Lillo addresses the important issue of how the spatial properties of an environment may be used to reduce Working Memory (WM) demands. A first important strand in the evidence he reviews was the move towards allowing space to operate in an ecologically valid way in experiments on animals’ memory for food locations. Thus instead of artificially engineering a spatially neutral environment (like the radial maze), De Lillo and others have now manipulated natural spatial properties (such as clustering) and measured the extent to which different species can exploit spatial structure to remember food locations and to avoid revisiting locations that have already been searched. De Lillo reports clear and interesting evidence of large differences across taxa in terms of this index of WM, from mice, tree shrews, capuchin monkeys and human children. An obvious question is whether this is a cognitive achievement of the individual or whether it is an adaptation engineered by evolution over which the monkey (say) has no control. For example, when foraging efficiency improves in monkeys when clusters rather than random layouts are provided, is this simply because the clusters, like fruit distributions on trees, represent their natural ‘patchy’ foraging niche? De Lillo argues that
this not the case, as primates also seem able to benefit from circular and linear layouts. Crucially, however, his research has also shown that monkeys actively learn how to exploit spatial layout in novel environments. Spatial clusters when exhaustively searched can be represented hierarchically, each as a region that can be abandoned before moving on, thus reducing the need to remember every single location within it. Monkeys did not start with exhaustive searches within clusters but gradually acquired expertise in doing so. De Lillo then raises an important observation regarding the emergence of such efficient searches. Not only do they reduce the cognitive (and motoric) costs of inefficient search, they also produce trajectories that we would describe as ‘simple’ (i.e. linear, circular etc.). He describes intriguing results based on adults’ Likert scale ratings of the simulated travel paths of rats, monkeys and children as well as actual verbal descriptions in support of this view. Towards the end of his chapter, De Lillo reports on his recent and novel variant of the Corsi tapping task in which he confirms the hypothesis that memory for serial spatial information is enabled by hierarchical and other types of spatial organisation, suggesting the representation of space and time in a coherent and memory-sparing manner. Although some of the studies reviewed in this chapter were carried out with human adults, the substance of the research reviewed by De Lillo strongly suggests that what emerges in human evolution is the cognitive cost-reducing aspects of principled spatial search, precursors of which are likely to be found in non-human primates.

Emergence of efficient search is also the theme of Chapter 4 by McGonigle-Chalmers and Kusel, but now in the context of the perhaps more contentious territory of how one moves from trial-and-error search to logico-mathematical understanding. A long-standing index of this in human development is size seriation (Kingma, 1984; Piaget and Szeminska, 1941). Analogous to the linear spatial searches documented by De Lillo, rods or blocks of different sizes must be placed in a linear arrangement from biggest to smallest or vice versa, true ‘success’ being the ability to do so using an errorless strategy of selection and ‘end-to-end’ placement. That this is a skill that is not ‘readily available’ (to borrow a phrase from De Lillo) until well into the school years is beyond dispute. But how and why it becomes available in the form of spontaneous, non-trained behaviour of older children and adults has never been satisfactorily explained. One good reason is that the experiences provoking such change almost certainly occur beyond the capture of laboratory situations. However, the seeds of these changes are likely to be found in the early trial-and-error routes to success. If this is true, is it possible to characterise the mechanisms of change in such a way that they could characterise in principle the nature of the learning in human and animal that might lead to such a powerful device? The objective that lies at the heart of this chapter is to capture how simple binary relational rules (as described in Chapter 1 with regard to squirrel monkeys’ ‘natural’ mode of computing
size differences) can generate, by means of self-regulated learning, the fine-tuned ‘ranking’ that seriation requires. This is tackled by an attempt to computationally model the acquisition of five-item seriation using minimalist assumptions, while incorporating known psychological constraints on how size relations are apprehended by young children. The rationale for the latter is that it is these constraints that provide a non-arbitrary rule for searching and selecting items and in that respect make size seriation very different from association learning based on arbitrary list learning. The simulation successfully models the obtained learning data and does indeed map onto the very specific profile obtained in size seriation as compared with an arbitrary sequence learning task (a colour string). The changes that occur to allow spontaneous seriation are not captured (as yet) by the model, and it is acknowledged that we may have to look to the role of a symbol system (or other cultural devices) in supporting this change (see Clark, Chapter 11). However, the force of this chapter is in showing how the effort to control potentially explosive amounts of information can be supported by a cycle of exchange between simple binary perceptual judgements and their actionable consequences. With sufficient experience, principled ranking and its associated characteristics of self-regulated learning and apparent ‘simplicity’ of a linear monotonic solution (as also seen in the spatial searches of De Lillo’s primate subjects) is what emerges, and is surely where to look for the origins of logico-mathematical structure.

In Chapter 5, Boysen and Yocom take us still further into the underpinnings of logico-mathematical structure: the apprehension of numerosities. Reminding us at the start that discrimination of different numerosities has now been studied (and found) across vertebrate classes including fish, birds and mammals, they focus in particular on what can be learned from relative difficulty with different number judgements made and its implications for how numerosity is represented by different animals. We first learn of accumulating evidence across all species that smaller numerosities are easier to discriminate than larger ones, leading to a proposal that the fundamental (and perhaps universal) representation of number is logarithmic and that numerosity comparisons are ratiomorphic, a proposal that leads in turn to the speculation that species taxonomically closer to humans can discriminate amounts at smaller ratios. In the child, number judgements become inextricably entangled with the count alphabet and formal tuition in how to enumerate (Fuson, 1988). A truly fascinating insight into how support through the symbol system can indeed radically alter the level at which number judgements are made forms the core of this chapter. For in Boysen’s research with chimpanzees (Sarah, famous for being one of the pioneer language-trained chimps of David Premack, and Sheba), a plan to study social deception was gradually hijacked by an even more compelling issue: why could the chimps obey a reverse contingency training regime (RCT) and select a smaller amount of food (rewarded by giving them the
larger amount) when the amount was signalled by the Arabic numerals (on which both chimps had been trained) but not by the food itself? Boysen and colleagues went on to show that this was not a function of competition with another chimp, nor even of some overriding compulsion from the appetitive system, as it also occurred when the amounts to be compared were represented by inedible items. They review subsequent studies with monkeys and other species of apes (in which the ‘symbolic’ cue was the colour of the food container), all of which found the same basic effect. Boysen and Yocom conclude their chapter by drawing a compelling analogy between the ‘biological imperative’ operating with apes in the presence of a real food reward and a similar effect found with three-year-children and children with autism in deception tasks. This leads them to the plausible speculation that the representational symbols that allow apes to overcome this imperative alter their level of functioning in ways that are directly comparable to the maturational changes that take place in children between the ages of three and four.

In this last chapter, therefore, we cross a threshold from natural adaptive skills of perception and judgement to the deployment of symbols that have been explicitly taught and can be used to control behaviour in new ways. It is worth noting that this final theme of Section 1 is taken up by Andy Clark in Chapter 11 of this book, where he comments on how the symbol system might operate to overcome the intrinsic ‘limits’ of simian success, a thesis which he himself notes was partly prompted by Boysen’s discoveries with Sarah and Sheba; in other words, with a species that is denied access to the infinite store of symbols provided by speech, but, as this section attests, perhaps less so to the coherent structuring of thought and action on which the symbol system is predicated.
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