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Programme 1

Numerical solutions of equations and interpolation

Learning outcomes

When you have completed this Programme you will be able to:

- Appreciate the Fundamental Theorem of Algebra
- Find the two roots of a quadratic equation and recognise that for polynomial equations with real coefficients complex roots exist in complex conjugate pairs
- Use the relationships between the coefficients and the roots of a polynomial equation to find the roots of the polynomial
- Transform a cubic equation to its reduced form
- Use Tartaglia’s solution to find the roots of a cubic equation
- Find the solution of the equation $f(x) = 0$ by the method of bisection
- Solve equations involving a single real variable by iteration and use a spreadsheet for efficiency
- Solve equations using the Newton–Raphson iterative method
- Use the modified Newton–Raphson method to find the first approximation when the derivative is small
- Understand the meaning of interpolation and use simple linear and graphical interpolation
- Use the Gregory–Newton interpolation formula with forward and backward differences for equally spaced domain points
- Use the Gauss interpolation formulas using central differences for equally spaced domain points
- Use Lagrange interpolation when the domain points are not equally spaced
Introduction

In this Programme we shall be looking at analytic and numerical methods of solving the general equation in a single variable, \( f(x) = 0 \). In addition, a functional relationship can be exhibited in the form of a collection of ordered pairs rather than in the form of an algebraic expression. We shall be looking at interpolation methods of estimating values of \( f(x) \) for intermediate values of \( x \) between those listed among the ordered pairs.

First we shall look at the **Fundamental Theorem of Algebra**, which deals with the factorisation of polynomials.

The Fundamental Theorem of Algebra

The *Fundamental Theorem of Algebra* can be stated as follows:

Every polynomial expression \( f(x) = a_n x^n + a_{n-1} x^{n-1} + \cdots + a_1 x + a_0 \) can be written as a product of \( n \) linear factors in the form

\[
 f(x) = a_n(x - r_1)(x - r_2)(\cdots)(x - r_n)
\]

As an immediate consequence of this we can see that there are \( n \) values of \( x \) that satisfy the polynomial equation \( f(x) = 0 \), namely \( x = r_1, x = r_2, \ldots, x = r_n \). We call these values the *roots* of the polynomial, but be aware that they may not all be distinct. Furthermore, the polynomial coefficients \( a_i \) and the polynomial roots \( r_i \) may be real, imaginary or complex.

For example the quadratic equation

\[
 x^2 + 5x + 6 = 0
\]

can be written \((x + 2)(x + 3) = 0\) so it has the two *distinct* roots \( x = -2 \) and \( x = -3 \).

\[
 x^2 - 4x + 4 = 0
\]

can be written as \((x - 2)(x - 2) = 0\) so it has the two *coincident* roots \( x = 2 \) and \( x = 2 \).

\[
 x^2 + x + 1 = 0
\]

can be written as \((x + a)(x + b) = 0\) so it has the two roots \( x = -a \) and \( x = -b \).

To find the numerical values of \( a \) and \( b \) we need to use the formula for finding the roots of a general quadratic equation. Can you recall what it is? If not, then refer to Frame 14 of Programme F.6 in *Engineering Mathematics, Sixth Edition*.

The solution to the quadratic equation \( ax^2 + bx + c = 0 \) is ............

*The answer is in the next frame*
So the roots of \( x^2 + x + 1 = 0 \) are .......... 

Because

\[
 a = b = c = 1 \quad \text{and so} \quad x = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a} = \frac{-1 \pm \sqrt{1 - 4}}{2} = -\frac{1}{2} \pm j\frac{\sqrt{3}}{2}
\]

This quadratic equation has two distinct complex roots. Notice that the two roots form a complex conjugate pair – each is the complex conjugate of the other. **Whenever a polynomial with real coefficients \( a_i \) has a complex root it also has the complex conjugate as another root.**

So given that \( x = -2 + j\sqrt{5} \) is one root of a quadratic equation with real coefficients then

the other root is .......... 

Because

The complex conjugate of \( x = -2 + j\sqrt{5} \) is \( x = -2 - j\sqrt{5} \) and complex roots of a polynomial equation with real coefficients always appear as conjugate pairs.

The quadratic equation with these two roots is ..........
Because

If \( x = a \) and \( x = b \) are the two roots of a quadratic equation then \((x - a)(x - b) = 0\) gives the quadratic equation. That is \((x - a)(x - b) = x^2 - (a + b)x + ab = 0\).

Here, the two roots are \( x = -2 + j\sqrt{5} \) and \( x = -2 - j\sqrt{5} \) so that

\[
\left(x - \left[-2 + j\sqrt{5}\right]\right)\left(x - \left[-2 - j\sqrt{5}\right]\right) = 0
\]

That is \( x^2 - x \left[-2 + j\sqrt{5} - 2 - j\sqrt{5}\right] + \left[-2 + j\sqrt{5}\right] \left[-2 - j\sqrt{5}\right] = 0. \)

So \( x^2 + 4x + 9 = 0. \)

Notice that the coefficients are \(\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots\ldots.
This, of course, applies to a cubic equation. Let us extend this to a more general equation.

In general, if \( \alpha_1, \alpha_2, \alpha_3 \ldots \alpha_n \) are roots of the equation
\[
p_0x^n + p_1x^{n-1} + p_2x^{n-2} + \ldots + p_{n-1}x + p_n = 0 \quad (p_0 \neq 0)
\]
then
- sum of the roots \( = \frac{-p_1}{p_0} \)
- sum of products of the roots, two at a time \( = \frac{p_2}{p_0} \)
- sum of products of the roots, three at a time \( = -\frac{p_2}{p_0} \)
- sum of products of the roots, \( n \) at a time \( = (-1)^n \frac{p_n}{p_0} \)

So for the equation \( 3x^4 + 2x^3 + 5x^2 + 7x - 4 = 0 \), if \( \alpha, \beta, \gamma, \delta \) are the four roots, then
(a) \( \alpha + \beta + \gamma + \delta = \ldots \)
(b) \( \alpha\beta + \beta\gamma + \gamma\delta + \delta\alpha + \delta\beta + \gamma\alpha = \ldots \)
(c) \( \alpha\beta\gamma + \beta\gamma\delta + \gamma\delta\alpha + \alpha\beta\delta = \ldots \)
(d) \( \alpha\beta\gamma\delta = \ldots \)

Now for a problem or two on the same topic.

**Example 1**

Solve the equation \( x^3 - 8x^2 + 9x + 18 = 0 \) given that the sum of two of the roots is 5.

Using the same approach as before, if \( \alpha, \beta, \gamma \) are the roots, then
(a) \( \alpha + \beta + \gamma = \ldots \)
(b) \( \alpha\beta + \beta\gamma + \gamma\alpha = \ldots \)
(c) \( \alpha\beta\gamma = \ldots \)
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(a) 8; (b) 9; (c) –18

So we have \( \alpha + \beta + \gamma = 8 \)  
Let \( \alpha + \beta = 5 \)
\[ \therefore 5 + \gamma = 8 \quad \therefore \gamma = 3 \]
Also \( \alpha \beta \gamma = -18 \)  
\( \alpha \beta (3) = -18 \)  
\[ \therefore \alpha \beta = -6 \]
\( \alpha + \beta = 5 \)  
\[ \therefore \beta = 5 - \alpha \quad \therefore \alpha(5 - \alpha) = -6 \]
\( \alpha^2 - 5\alpha - 6 = 0 \)  
\[ \therefore (\alpha - 6)(\alpha + 1) = 0 \quad \therefore \alpha = -1 \text{ or } 6 \]
\[ \therefore \beta = 6 \text{ or } -1 \]

Roots are \( x = -1, 3, 6 \)
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Example 2

Solve the equation \( 2x^3 + 3x^2 - 11x - 6 = 0 \) given that the three roots form an arithmetic sequence.

Let us represent the roots by \( (a - k), a, (a + k) \)

Then the sum of the roots = \( 3a = \ldots \ldots \ldots \)

and the product of the roots = \( a(a - k)(a + k) = \ldots \ldots \ldots \)

14

\[
3a = -\frac{3}{2}; \quad a(a + k)(a - k) = \frac{6}{2} = 3
\]

\[ \therefore a = -\frac{1}{2} - \frac{1}{2} \left(\frac{1}{4} - k^2\right) = 3 \quad \therefore k = \pm \frac{5}{2} \]

If \( k = \frac{5}{2} \)  
\[ a = -\frac{1}{2}; \quad a - k = -3; \quad a + k = 2 \]

If \( k = -\frac{5}{2} \)  
\[ a = -\frac{1}{2}; \quad a - k = 2; \quad a + k = -3 \]

\[ \therefore \text{required roots are } -3, -\frac{1}{2}, 2 \]

Here is a similar one.

Example 3

Solve the equation \( x^3 + 3x^2 - 6x - 8 = 0 \) given that the three roots are in geometric sequence.

This time, let the roots be \( \frac{a}{k}, a, ak \)

Then \( \frac{a}{k} = a + ak = \ldots \ldots \ldots \) and \( \left(\frac{a}{k}\right)(a)(ak) = \ldots \ldots \ldots \)
The working rests on the relationships between the roots and the coefficients, i.e. if $\alpha$, $\beta$, $\gamma$ are the roots of the cubic equation

$$ax^3 + bx^2 + cx + d = 0$$

then

(a) $\alpha + \beta + \gamma = \ldots$ \\
(b) $\alpha\beta + \beta\gamma + \gamma\alpha = \ldots$ \\
(c) $\alpha\beta\gamma = \ldots$

In each of the three examples reconstruct the cubic to confirm that they are correct.

Now on to the next stage
To find the value of this real root we can employ a formula equivalent to the formula used to find the two roots of the general quadratic. This is called Tartaglia’s method but before we can proceed to look at that we must first consider how to transform the general cubic to its reduced form.

Transforming a cubic to reduced form

In every case, an equation of the form

\[ x^3 + ax^2 + bx + c = 0 \]

can be converted into the reduced form \( y^3 + py + q = 0 \) by the substitution \( x = y - \frac{a}{3} \).

The example will demonstrate the method.

Example 4

Express \( f(x) = x^3 + 6x^2 - 4x + 5 = 0 \) in reduced form.

Substitute \( x = y - \frac{a}{3} \) i.e. \( x = y - \frac{6}{3} = y - 2 \). Put \( x = y - 2 \).

The equation then becomes

\[ (y - 2)^3 + 6(y - 2)^2 - 4(y - 2) + 5 = 0 \]
\[ (y^3 - 3y^2 2 + 3y4 - 8) + 6(y^2 - 4y + 4) - 4(y - 2) + 5 = 0 \]

which simplifies to ............

Tartaglia’s solution for a real root

In the sixteenth century, Tartaglia discovered that a root of the cubic equation \( x^3 + ax + b = 0 \), where \( a > 0 \), is given by

\[
x = \left\{ \frac{b}{2} + \sqrt{\frac{a^3}{27} + \frac{b^2}{4}} \right\}^{1/3} + \left\{ -\frac{b}{2} - \sqrt{\frac{a^3}{27} + \frac{b^2}{4}} \right\}^{1/3}
\]

That looks pretty formidable, but it is a good deal easier than it appears. Notice that \( \frac{b}{2} \) and \( \sqrt{\frac{a^3}{27} + \frac{b^2}{4}} \) occur twice and it is convenient to evaluate these first and then substitute the results in the main expression for \( x \).
Example 5

Find a real root of \(x^3 + 2x + 5 = 0\).

Here, \(a = 2, \ b = 5\) \(\therefore \ \frac{b}{2} = 2.5\)

\[
\sqrt{\frac{a^3}{27} + \frac{b^2}{4}} = \sqrt{\frac{8}{27} + \frac{25}{4}} = \sqrt{6.5463} = 2.5586
\]

Then \(x = (-2.5 + 2.5586)^{1/3} + (-2.5 - 2.5586)^{1/3}\)

\[
= 0.3884 - 1.7166 = -1.3282 \quad x = -1.328
\]

Once we have a real root, the equation can be reduced to a quadratic and the remaining two roots determined. They are \(x = 0.664 + j1.823\) and \(x = 0.664 - j1.823\) (see Engineering Mathematics, Sixth Edition, Programme F.6).

Example 6

Determine a real root of \(2x^3 + 3x - 4 = 0\).

This is first written \(x^3 + 1.5x - 2 = 0\) \(\therefore \ a = 1.5, \ b = -2\)

Now you can evaluate \(\frac{b}{2}\) and \(\sqrt{\frac{a^3}{27} + \frac{b^2}{4}}\) and so determine

\[
x = \ldots \ldots \ldots
\]

\[0.8796\]

Because

\[
\left\{-\frac{b}{2} + \sqrt{\frac{a^3}{27} + \frac{b^2}{4}}\right\}^{1/3} = (2.06066)^{1/3} = 1.2725 \text{ and }
\]

\[
\left\{-\frac{b}{2} - \sqrt{\frac{a^3}{27} + \frac{b^2}{4}}\right\}^{1/3} = (-0.6066)^{1/3} = -0.3929,
\]

therefore \(x = 1.2725 - 0.3929 = 0.8796\)

Note: If you wish to find the real root of a cubic of the form \(x^3 + ax + b = 0\) where \(a < 0\) then it is best that you resort to numerical methods. Read on.
Numerical methods

The methods that we have used so far to solve quadratic equations and to find the real root of a cubic equation are called analytic methods. These analytic methods used straightforward algebraic techniques to develop a formula for the answer. The numerical value of the answer can then be found by simple substitution of numbers for the variables in the formula. Unfortunately, general polynomial equations of order five or higher cannot by solved by analytic methods. Instead, we must resort to what are termed numerical methods. The simplest method of finding the solution to the equation \( f(x) = 0 \) is the bisection method.

**Bisection**

The bisection method of finding a solution to the equation \( f(x) = 0 \) consists of

1. Finding a value of \( x \), say \( x = a \), such that \( f(a) < 0 \)
2. Finding a value of \( x \), say \( x = b \), such that \( f(b) > 0 \)

The solution to the equation \( f(x) = 0 \) must then lie between \( a \) and \( b \). Furthermore, it must lie either in the first half of the interval between \( a \) and \( b \) or in the second half.

![Bisection Method Diagram](image)

Find the value of \( f((a + b)/2) \) – that is halfway between \( a \) and \( b \).

If \( f((a + b)/2) > 0 \) then the solution lies in the first half and if \( f((a + b)/2) < 0 \) then it lies in the second half. This procedure is repeated, narrowing down the width of the interval by a half each time. An example should clarify all this.

**Example 7**

Find the positive value of \( x \) that satisfies the equation \( x^2 - 2 = 0 \).

Firstly we note that if \( x = 1 \) then \( x^2 - 2 < 0 \), and that if \( x = 2 \) then \( x^2 - 2 > 0 \), so the solution that we seek must lie between 1 and 2.

We look for the ............
The mid-point between 1 and 2 which is 1.5

Now, when \( x = 1.5 \), \( x^2 - 2 = 0.25 > 0 \)
so the solution must lie between ...........

1 and 1.5

The mid-point between 1 and 1.5 is 1.25. When \( x = 1.25 \), \( x^2 - 2 = -0.4375 < 0 \)
so the solution must lie between ...........

1.25 and 1.5

The mid-point between 1.25 and 1.5 is 1.375. We now evaluate \( x^2 - 2 \) at this point and determine in which half interval the solution lies. This process is repeated and the following table displays the results. In each block of six numbers the first column lists the end points of the interval and the mid-point. The second column contains the respective values \( f(x) = x^2 - 2 \). Construct the table as follows.

(a) For each block of six numbers copy the last number in the first column into the second place of the first column of the following block. This represents the centre point of the previous interval.

(b) For each block of six numbers copy the number that represents the other end point of the new interval from the first column into the first place of the first column of the following block. Look at the signs in the second column to decide which is the appropriate number.

\[
\begin{array}{cccccc}
a & 1.0000 & -1.0000 & 1.0000 & -1.0000 & 1.5000 & 0.2500 \\
b & 2.0000 & 2.0000 & 1.5000 & -0.2500 & 1.2500 & 0.4375 \\
(a + b)/2 & 1.5000 & -0.2500 & 1.2500 & -0.4375 & 1.3750 & -0.1094 \\
\end{array}
\]

\[
\begin{array}{cccccc}
a & 1.3750 & -0.1094 & 1.4375 & 0.0664 & 1.4063 & -0.0225 \\
b & 1.4375 & 0.0664 & 1.4063 & -0.0225 & 1.4219 & 0.0217 \\
(a + b)/2 & 1.4063 & -0.0225 & 1.4219 & 0.0217 & 1.4141 & -0.0004 \\
\end{array}
\]

\[
\begin{array}{cccccc}
a & 1.4141 & -0.0004 & 1.4141 & -0.0004 & 1.4141 & -0.0004 \\
b & 1.4180 & 0.0106 & 1.4160 & 0.0051 & 1.4150 & 0.0023 \\
(a + b)/2 & 1.4160 & 0.0051 & 1.4150 & 0.0023 & 1.4146 & 0.0010 \\
\end{array}
\]

\[
\begin{array}{cccccc}
a & 1.4141 & -0.0004 & 1.4143 & 0.0003 & 1.4142 & -0.0001 \\
b & 1.4143 & 0.0003 & 1.4142 & -0.0001 & 1.4142 & 0.0001 \\
(a + b)/2 & 1.4142 & -0.0001 & 1.4142 & 0.0001 & 1.4142 & 0.0000 \\
\end{array}
\]

The final result to four decimal places is \( x = 1.4142 \) which is the correct answer to that level of accuracy – but it has taken a lot of activity to produce it. A much faster way of solving this equation is to use an iteration formula that was first devised by Newton.
Numerical solution of equations by iteration

The process of finding the numerical solution to the equation
\[ f(x) = 0 \]
by iteration is performed by first finding an approximate solution and then using this approximate solution to find a more accurate solution. This process is repeated until a solution is found to the required level of accuracy. For example, Newton showed that the square root of a number \( a \) can be found from the iteration equation
\[ x_{i+1} = \frac{1}{2} \left( x_i + \frac{a}{x_i} \right), \quad i = 0, 1, 2, \ldots \]
where \( x_0 \) is the approximation that starts the iteration off. So, to find a succession of approximate values of \( \sqrt{2} \), each of increasing accuracy, we proceed as follows. Let \( x_0 = 1.5 \) – found by the first stage of the bisection method. Then
\[ x_1 = \frac{1}{2} \left( x_0 + \frac{a}{x_0} \right) = 0.5(1.5 + 2/1.5) = 1.4166 \ldots \]
This value is then used to find \( x_2 \).

By rounding \( x_1 \) to 1.4167, the value of \( x_2 \) is found to be \ldots \ldots

\[ x_2 = 1.4142 \]

Because
\[ x_2 = \frac{1}{2} \left( x_1 + \frac{a}{x_1} \right) = 0.5(1.4167 + 2/1.4167) = 1.4142 \ldots \]
This has achieved the same level of accuracy as the bisection method in just two steps.

Using a spreadsheet

This simple iteration procedure is more efficiently performed using a spreadsheet. If the use of a spreadsheet is a totally new experience for you then you are referred to Programme 4 of Engineering Mathematics, Sixth Edition where the spreadsheet is introduced as a tool for constructing graphs of functions. If you have a limited knowledge then you will be able to follow the text from here. The spreadsheet we shall be using here is Microsoft Excel, though all commercial spreadsheets possess the equivalent functionality.

Open your spreadsheet and in cell A1 enter \( n \) and press Enter. In this first column we are going to enter the iteration numbers. In cell A2 enter the number 0 and press Enter. Place the cell highlight in cell A2 and highlight the block of cells A2 to A7 by holding down the mouse button and wiping the highlight down to cell A7. Click the Edit command on the Command bar and
point at Fill from the drop-down menu. Select Series from the next drop-
down menu and accept the default Step value of 1 by clicking OK in the Series
window.

The cells A3 to A7 fill with ...........

<table>
<thead>
<tr>
<th>n</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td>1</td>
<td>1.416667</td>
</tr>
<tr>
<td>2</td>
<td>1.414216</td>
</tr>
<tr>
<td>3</td>
<td>1.414214</td>
</tr>
<tr>
<td>4</td>
<td>1.414214</td>
</tr>
<tr>
<td>5</td>
<td>1.414214</td>
</tr>
</tbody>
</table>

In cell B1 enter the letter x – this column is going to contain the successive x-
values obtained by iteration. In cell B2 enter the value of $x_0$, namely 1.5.
In cell B3 enter the formula

$$= 0.5*(B2+2/B2)$$

The number that appears in cell B3 is then ............

1.416667

Place the cell highlight in cell B3, click the command Edit on the Command
bar and select Copy from the drop-down menu. You have now copied the
formula in cell B3 onto the Clipboard. Highlight the cells B4 to B7 and then
click the Edit command again but this time select Paste from the drop-down
menu.

The cells B4 to B7 fill with numbers to provide the display

............

By using the various formatting facilities provided by the spreadsheet the
display can be amended to provide the following

<table>
<thead>
<tr>
<th>n</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.5000000000000000</td>
</tr>
<tr>
<td>1</td>
<td>1.4166666666666670</td>
</tr>
<tr>
<td>2</td>
<td>1.414215686274510</td>
</tr>
<tr>
<td>3</td>
<td>1.414213562374690</td>
</tr>
<tr>
<td>4</td>
<td>1.414213562373090</td>
</tr>
<tr>
<td>5</td>
<td>1.414213562373090</td>
</tr>
</tbody>
</table>

The number of decimal places here is 15, which is far greater than is normally
required but it does demonstrate how effective a spreadsheet can be. In future
we shall restrict the displays to 6 decimal places.
Notice that to find a value accurate to a given number of decimal places or significant figures it is sufficient to repeat the iterations until there is no change in the result from one iteration to the next.

Save your spreadsheet under some suitable name such as Newton because you may wish to use it again.

Now we shall look at this spreadsheet a little more closely

### 32 Relative addresses

Place the cell highlight in cell B3 and the formula that it contains is $= 0.5 \times (B2 + 2/B2)$. Now place the cell highlight in cell B4 and the formula there is $= 0.5 \times (B3 + 2/B3)$. Why the difference?

When you enter the cell address B2 in the formula in B3 the spreadsheet understands that to mean the contents of the cell immediately above. It is this meaning that is copied into cell B4 where the cell immediately above is B3. If you wish to refer to a specific cell in a formula then you must use an absolute address.

Place the cell highlight in cell C1 and enter the number 2. Now place the cell highlight in cell B3 and re-enter the formula

$$= 0.5 \times (B2 + $C$1/B2)$$

and copy this into cells B4 to B7. The numbers in the second column have not changed but the formulas have because in cells B3 to B7 the same reference is made to cell C1. The use of the dollar signs has indicated an absolute address. So why would we do this?

Change the number in cell C1 to 3 to obtain the display ............

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.500000000000000000000</td>
</tr>
<tr>
<td>1</td>
<td>1.750000000000000000000</td>
</tr>
<tr>
<td>2</td>
<td>1.732142857142860000000</td>
</tr>
<tr>
<td>3</td>
<td>1.732050810014730000000</td>
</tr>
<tr>
<td>4</td>
<td>1.732050807568880000000</td>
</tr>
<tr>
<td>5</td>
<td>1.732050807568880000000</td>
</tr>
</tbody>
</table>

These are the iterated values of $\sqrt{3}$ – the square root of the contents of cell C1. We can now use the same spreadsheet to find the square root of any positive number.

Newton’s iterative procedure to find the square root of a positive number is a special case of the Newton–Raphson procedure to find the solution of the general equation $f(x) = 0$, and we shall look at this in the next frame.
Newton–Raphson iterative method

Consider the graph of \( y = f(x) \) as shown. Then the \( x \)-value at the point A, where the graph crosses the \( x \)-axis, gives a solution of the equation \( f(x) = 0 \).

If \( P \) is a point on the curve near to A, then \( x = x_0 \) is an approximate value of the root of \( f(x) = 0 \), the error of the approximation being given by AB.

Let PQ be the tangent to the curve as P, crossing the \( x \)-axis at Q \((x_1, 0)\). Then \( x = x_1 \) is a better approximation to the required root.

From the diagram, \( \frac{PB}{QB} = \left[ \frac{dy}{dx} \right]_P \) i.e. the value of the derivative of \( y \) at the point \( P \), \( x = x_0 \).

\[
\begin{align*}
\therefore \quad \frac{PB}{QB} &= f'(x_0) \quad \text{and} \quad PB = f(x_0) \\
\therefore \quad QB &= \frac{PB}{f'(x_0)} = f(x_0) f'(x_0) = h \quad \text{(say)} \\
x_1 &= x_0 - h \quad \therefore \quad x_1 = x_0 - \frac{f(x_0)}{f'(x_0)}
\end{align*}
\]

If we begin, therefore, with an approximate value \( (x_0) \) of the root, we can determine a better approximation \( (x_1) \). Naturally, the process can be repeated to improve the result still further. Let us see this in operation.

**Example 1**

The equation \( x^3 - 3x - 4 = 0 \) is of the form \( f(x) = 0 \) where \( f(1) < 0 \) and \( f(3) > 0 \) so there is a solution to the equation between 1 and 3. We shall take this to be 2, by bisection. Find a better approximation to the root.

We have \( f(x) = x^3 - 3x - 4 \quad \therefore \quad f'(x) = 3x^2 - 3 \)

If the first approximation is \( x_0 = 2 \), then

\[
\begin{align*}
f(x_0) &= f(2) = -2 \quad \text{and} \quad f'(x_0) = f'(2) = 9
\end{align*}
\]

A better approximation \( x_1 \) is given by

\[
x_1 = x_0 - \frac{f(x_0)}{f'(x_0)} = x_0 - \frac{x_0^3 - 3x_0 - 4}{3x_0^2 - 3}
\]

\[
x_1 = 2 - \frac{(-2)}{9} = 2.22
\]

\[
\therefore \quad x_0 = 2; \quad x_1 = 2.22
\]
If we now start from \( x_1 \) we can get a better approximation still by repeating the process.

\[
x_2 = x_1 - \frac{f(x_1)}{f'(x_1)} = x_1 - \frac{x_1^3 - 3x_1 - 4}{3x_1^2 - 3}
\]

Here \( x_1 = 2.22 \)

\( f(x_1) = \ldots \ldots \) \( f'(x_1) = \ldots \ldots \)
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\[
f(x_1) = 0.281; \quad f'(x_1) = 11.785
\]

Then \( x_2 = \ldots \ldots \)
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\[
x_2 = 2.196
\]

Because

\[
x_2 = 2.22 - \frac{0.281}{11.79} = 2.196
\]

Using \( x_2 = 2.196 \) as a starter value, we can continue the process until successive results agree to the desired degree of accuracy.

\( x_3 = \ldots \ldots \)
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\[
x_3 = 2.196
\]

Because

\[
f(x_2) = f(2.196) = 0.002026; \quad f'(x_2) = f'(2.196) = 11.467
\]

\[ . \quad x_3 = x_2 - \frac{f(x_2)}{f'(x_2)} = 2.196 - \frac{0.00203}{11.467} = 2.196 \) (to 4 sig. fig.)

The process is simple but effective and can be repeated again and again. Each repetition, or iteration, usually gives a result nearer to the required root \( x = x_A \).

In general \( x_{n+1} = \ldots \ldots \)
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\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}
\]

**Tabular display of results**

Open your spreadsheet and in cells A1 to D1 enter the headings \( n \), \( x \), \( f(x) \) and \( f'(x) \).

Fill cells A2 to A6 with the numbers 0 to 4.

In cell B2 enter the value for \( x_0 \), namely 2.

In cell C2 enter the formula for \( f(x_0) \), namely \( B2^3 - 3*B2 - 4 \) and copy into cells C3 to C6.
In cell D2 enter the formula for $f'(x_0)$, namely $3B2^2 – 3$ and copy into cells D3 to D6.

In cell B3 enter the formula for $x_1$, namely $B2 – C2/D2$ and copy into cells B4 to B6.

The final display is ............

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x$</th>
<th>$f(x)$</th>
<th>$f'(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>-2</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>2.222222</td>
<td>0.30727</td>
<td>11.81481</td>
</tr>
<tr>
<td>2</td>
<td>2.196215</td>
<td>0.004492</td>
<td>11.47008</td>
</tr>
<tr>
<td>3</td>
<td>2.195823</td>
<td>1.01E-06</td>
<td>11.46492</td>
</tr>
<tr>
<td>4</td>
<td>2.195823</td>
<td>5.15E-14</td>
<td>11.46492</td>
</tr>
</tbody>
</table>

As soon as the number in the second column is repeated then we know that we have arrived at that particular level of accuracy. The required root is therefore $x = 2.195823$ to 6 dp. Save the spreadsheet so that it can be used as a template for other such problems.

Now let us have another example.

Next frame

Example 2

The equation $x^3 + 2x^2 – 5x – 1 = 0$ is of the form $f(x) = 0$ where $f(1) < 0$ and $f(2) > 0$ so there is a solution to the equation between 1 and 2. We shall take this to be $x = 1.5$. Use the Newton–Raphson method to find the root to six decimal places.

Use the previous spreadsheet as a template and make the following amendments.

In cell B2 enter the number ............

Because

That is the value of $x_0$ that is used to start the iteration

In cell C2 enter the formula ............

Because

That is the value of $f(x_0) = x_0^3 + 2x_0^2 – 5x_0 – 1$. Copy the contents of cell C2 into cells C3 to C5.

In cell D2 enter the formula ............
Because

That is the value of \( f'(x_0) = 3x_0^2 + 4x_0 - 5 \). Copy the contents of cell D2 into cells D3 to D5.

In cell B2 the formula remains the same as ............

The final display is then ............

\[
\begin{array}{ccc}
 n & x & f(x) & f'(x) \\
 0 & 1.5 & -0.625 & 7.75 \\
 1 & 1.580645 & 0.042798 & 8.817898 \\
 2 & 1.575792 & 0.000159 & 8.752524 \\
 3 & 1.575773 & 2.21E-09 & 8.75228 \\
 4 & 1.575773 & -8.9E-16 & 8.75228 \\
\end{array}
\]

We cannot be sure that the value 1.575773 is accurate to the sixth decimal place so we must extend the table.

Highlight cells A5 to D5, click Edit on the Command bar and select Copy from the drop-down menu.

Place the cell highlight in cell A6, click Edit and then Paste.

The seventh row of the spreadsheet then fills to produce the display

\[
\begin{array}{ccc}
 n & x & f(x) & f'(x) \\
 0 & 1.5 & -0.625 & 7.75 \\
 1 & 1.580645 & 0.042798 & 8.817898 \\
 2 & 1.575792 & 0.000159 & 8.752524 \\
 3 & 1.575773 & 2.21E-09 & 8.75228 \\
 4 & 1.575773 & -8.9E-16 & 8.75228 \\
\end{array}
\]

And the repetition of the \( x \)-value ensures that the solution \( x = 1.575773 \) is indeed accurate to 6 dp.

Now do one completely on your own.

\[\text{Next frame}\]

**Example 3**

The equation \( 2x^3 - 7x^2 - x + 12 = 0 \) has a root near to \( x = 1.5 \). Use the Newton–Raphson method to find the root to six decimal places.

The spreadsheet solution produces ............
Because
Fill cells A2 to A6 with the numbers 0 to 4
In cell B2 enter the value for \( x_0 \), namely 1.5
In cell C2 enter the formula for \( f(x_0) \), namely \( \frac{1}{4} \times 2\B2^3 - 7\B2^2 - \B2 + 12 \) and copy into cells C3 to C6
In cell D2 enter the formula for \( f'(x_0) \), namely \( 6\B2^2 - 14\B2 - 1 \) and copy into cells D3 to D6
In cell B3 enter the formula for \( x_1 \), namely \( \frac{\B2 - C2}{D2} \) and copy into cells B4 to B6.

The final display is ............

<table>
<thead>
<tr>
<th>( n )</th>
<th>( x )</th>
<th>( f(x) )</th>
<th>( f'(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.5</td>
<td>1.5</td>
<td>-8.5</td>
</tr>
<tr>
<td>1</td>
<td>1.676471</td>
<td>0.073275</td>
<td>-7.60727</td>
</tr>
<tr>
<td>2</td>
<td>1.686103</td>
<td>0.000286</td>
<td>-7.54778</td>
</tr>
<tr>
<td>3</td>
<td>1.686141</td>
<td>4.46E-09</td>
<td>-7.54755</td>
</tr>
<tr>
<td>4</td>
<td>1.686141</td>
<td>0</td>
<td>-7.54755</td>
</tr>
</tbody>
</table>

As soon as the number in the second column is repeated then we know that we have arrived at that particular level of accuracy. The required root is therefore \( x = 1.686141 \) to 6 dp.

**First approximations**
The whole process hinges on knowing a ‘starter’ value as first approximation. If we are not given a hint, this information can be found by either
(a) applying the remainder theorem if the function is a polynomial
(b) drawing a sketch graph of the function.

**Example 4**
Find the real root of the equation \( x^3 + 5x^2 - 3x - 4 = 0 \) correct to six significant figures.

Application of the remainder theorem involves substituting \( x = 0, x = \pm 1, x = \pm 2, \) etc. until two adjacent values give a change in sign.

\[
\begin{align*}
f(x) &= x^3 + 5x^2 - 3x - 4 \\
f(0) &= -4; \quad f(1) = -1; \quad f(-1) = 3
\end{align*}
\]

The sign changes from \( f(0) \) to \( f(-1) \). There is thus a root between \( x = 0 \) and \( x = -1 \).
Therefore choose \( x = -0.5 \) as the first approximation and then proceed as before.

Complete the table and obtain the root
\[
x = ............
\]
The final spreadsheet display is

<table>
<thead>
<tr>
<th>n</th>
<th>x</th>
<th>f(x)</th>
<th>f'(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.5</td>
<td>1.375</td>
<td>-7.25</td>
</tr>
<tr>
<td>1</td>
<td>-0.689655</td>
<td>0.11907</td>
<td>-8.469679</td>
</tr>
<tr>
<td>2</td>
<td>-0.675597</td>
<td>0.000582</td>
<td>-8.386675</td>
</tr>
<tr>
<td>3</td>
<td>-0.675527</td>
<td>1.43E-08</td>
<td>-8.386262</td>
</tr>
<tr>
<td>4</td>
<td>-0.675527</td>
<td>0</td>
<td>-8.386262</td>
</tr>
</tbody>
</table>

Example 5

Solve the equation $e^x + x - 2 = 0$ giving the root to 6 significant figures.

It is sometimes more convenient to obtain a first approximation to the required root from a sketch graph of the function, or by some other graphical means.

In this case, the equation can be rewritten as $e^x = 2 - x$ and we therefore sketch graphs of $y = e^x$ and $y = 2 - x$.

<table>
<thead>
<tr>
<th>x</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^x$</td>
<td>1.22</td>
<td>1.49</td>
<td>1.82</td>
<td>2.23</td>
<td>2.72</td>
</tr>
<tr>
<td>$2 - x$</td>
<td>1.8</td>
<td>1.6</td>
<td>1.4</td>
<td>1.2</td>
<td>1</td>
</tr>
</tbody>
</table>

It can be seen that the two curves cross over between $x = 0.4$ and $x = 0.6$.

Approximate root $x = 0.4$

$$f(x) = e^x + x - 2 \quad f'(x) = e^x + 1$$

$x = \ldots \ldots \ldots$

Finish it off
The final spreadsheet display is

<table>
<thead>
<tr>
<th>n</th>
<th>x</th>
<th>f(x)</th>
<th>f'(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.4</td>
<td>-0.10818</td>
<td>2.491825</td>
</tr>
<tr>
<td>1</td>
<td>0.443412</td>
<td>0.001426</td>
<td>2.558014</td>
</tr>
<tr>
<td>2</td>
<td>0.442854</td>
<td>2.42E-07</td>
<td>2.557146</td>
</tr>
<tr>
<td>3</td>
<td>0.442854</td>
<td>7.11E-15</td>
<td>2.557146</td>
</tr>
</tbody>
</table>

Note: There are times when the normal application of the Newton–Raphson method fails to converge to the required root. This is particularly so when $f'(x_0)$ is very small, so before we leave this section let us consider this difficulty.

### Modified Newton–Raphson method

If the slope of the curve at $x = x_0$ is small, the value of the second approximation $x = x_1$ may be further from the exact root at A than the first approximation.

If $x = x_0$ is an approximate solution of $f(x) = 0$ and $x = x_0 - h$ is the exact solution then $f(x_0 - h) = 0$. By Taylor’s series

$$f(x_0 - h) = f(x_0) - hf'(x_0) + \frac{h^2}{2!}f''(x_0) - \ldots = 0$$

(a) If we assume that $h$ is small enough to neglect terms of the order $h^2$ and higher then this equation can be written as

$$f(x_0 - h) \approx f(x_0) - hf'(x_0),$$

that is $f(x_0) - hf'(x_0) \approx 0$ and so

$$h \approx \frac{f(x_0)}{f'(x_0)}$$

giving $x_1 = x_0 - \frac{f(x_0)}{f'(x_0)}$ as a better approximation to the solution of $f(x) = 0$.

This is, of course, the relationship we have been using and which may fail when $f'(x)$ is small.

Notice: $h$ is positive unless the sign of $f(x_0)$ is the opposite of the sign of $f'(x_0)$. 

---

**Numerical solutions of equations and interpolation**
(b) If we consider the first three terms then
\[ f(x_0 - h) \approx f(x_0) - hf'(x_0) + \frac{h^2}{2!}f''(x_0) \approx 0, \]
that is
\[ 2f(x_0) - 2hf'(x_0) + h^2f''(x_0) \approx 0 \]
Since \( f'(x_0) \) is small we shall assume that we can neglect it so
\[ h = \pm \sqrt{-\frac{2f(x_0)}{f''(x_0)}} \]
That is \( h = \sqrt{-\frac{2f(x_0)}{f''(x_0)}} \) unless the signs of \( f(x_0) \) and \( f'(x_0) \) are different when it is \( h = -\sqrt{-\frac{2f(x_0)}{f''(x_0)}} \). We use this result only when \( f'(x_0) \) is found to be very small. Having found \( x_1 \) from \( x_0 \) we then revert to the normal relationship \( x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \) for subsequent iterations.

**Note this**

### Example 6

The equation \( x^3 - 1.3x^2 + 0.4x - 0.03 = 0 \) is known to have a root near \( x = 0.7 \). Determine the root to 6 significant figures.

We start off in the usual way.
\[ f(x) = x^3 - 1.3x^2 + 0.4x - 0.03 \]
\[ f'(x) = 3x^2 - 2.6x + 0.4 \]
and complete the first line of the normal table.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( x_n )</th>
<th>( f(x_n) )</th>
<th>( f'(x_n) )</th>
<th>( h = \frac{f(x_n)}{f'(x_n)} )</th>
<th>( x_{n+1} = x_n - h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Complete just the first line of values.

We have

<table>
<thead>
<tr>
<th>( n )</th>
<th>( x_n )</th>
<th>( f(x_n) )</th>
<th>( f'(x_n) )</th>
<th>( h = \frac{f(x_n)}{f'(x_n)} )</th>
<th>( x_{n+1} = x_n - h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.7</td>
<td>-0.044</td>
<td>0.05</td>
<td>-0.88</td>
<td>1.58</td>
</tr>
</tbody>
</table>

We notice at once that
(a) The value of \( x_1 \) is well away from the approximate value (0.7) of the root.
(b) The value of \( f'(x_0) \) is small, i.e. 0.05.
To obtain \( x_1 \) we therefore make a fresh start, using the modified relationship \( x_1 = \ldots \ldots \ldots \ldots \ldots \).
We used the modified method to find \( x_1 = x_0 \pm h \), we chose the positive sign since at \( x_0 = 0.7 \), \( f(x_0) \) is negative and the slope \( f'(x_0) \) is positive.

Having established that \( x_1 = 0.9345 \), we now revert to the usual \( x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \) for the rest of the calculation. Complete the table therefore and obtain the required root.

The final spreadsheet display is

<table>
<thead>
<tr>
<th>( n )</th>
<th>( x )</th>
<th>( f(x) )</th>
<th>( f'(x) )</th>
<th>( f''(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.7</td>
<td>( -0.044 )</td>
<td>( 0.05 )</td>
<td>( 1.6 )</td>
</tr>
<tr>
<td>1</td>
<td>0.934521</td>
<td>0.024625</td>
<td>0.590233</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.892801</td>
<td>0.002544</td>
<td>0.469997</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.887387</td>
<td>4.02E-05</td>
<td>0.45516</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.887298</td>
<td>1.06E-08</td>
<td>0.454919</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.887298</td>
<td>9.16E-16</td>
<td>0.454919</td>
<td></td>
</tr>
</tbody>
</table>

Therefore to six decimal places the required root is \( x = 0.887298 \).

Note that we only used the modified method to find \( x_1 \). After that the normal relationship is used.
And now...

To date our task has been to find a value of $x$ that satisfies an explicit equation $f(x) = 0$. This is quite general because any equation in $x$ can be written in this form. For example, the equation

$$\sin x = x - e^{3x}$$

can always be written as

$$\sin x - x + e^{3x} = 0$$

and then approached by one of the methods that we have discussed so far.

What we want to do now is to work the other way – given a value of $x$, to find the corresponding value of $f(x)$. If $f(x)$ is given explicitly then this is no problem, it is just a matter of substituting the value of $x$ in the formula and working it out. However, many times a function exists but it is not given explicitly, as in the case of a set of readings compiled as a result of an experiment or practical test. We shall consider this problem in the following frames.

Next frame

Interpolation

When a function is defined by a well-understood expression such as

$$f(x) = 4x^3 - 3x^2 + 7$$

or

$$f(x) = 5 \sin(\exp[x])$$

the values of the dependent variable $f(x)$ corresponding to given values of the independent variable $x$ can be found by direct substitution. Sometimes, however, a function is not defined in this way but by a collection of ordered pairs of numbers.

Example 1

A function can be defined by the following set of data:

<table>
<thead>
<tr>
<th>$x$</th>
<th>$f(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
</tr>
<tr>
<td>5</td>
<td>164</td>
</tr>
<tr>
<td>6</td>
<td>274</td>
</tr>
</tbody>
</table>

Intermediate values, for example, $x = 2.5$, can be estimated by a process called **interpolation**.

The value of $f(2.5)$ will clearly lie between 14 and 40, the function values for $x = 2$ and $x = 3$.

Purely as an estimate, $f(2.5) = \ldots \ldots..$ What do you suggest?
1 Linear interpolation

If you gave the result as 27, you no doubt agreed that \( x = 2.5 \) is midway between \( x = 2 \) and \( x = 3 \), and that therefore \( f(2.5) \) would be midway between 14 and 40, i.e. 27. This is the simplest form of interpolation, but there is no evidence that there is a linear relationship between \( x \) and \( f(x) \), and the result is therefore suspect.

Of course, we could have estimated the function value at \( x = 2.5 \) by other means, such as

\[ \text{by drawing the graph of } f(x) \text{ against } x \]

2 Graphical interpolation

We could, indeed, plot the graph of \( f(x) \) against \( x \) and, from it, estimate the value of \( f(x) \) at \( x = 2.5 \).

This method is also approximate and can be time consuming.

\[ f(2.5) \approx 26 \]

In what follows we shall look at interpolation using finite differences, which work well and quickly when the values of \( x \) are equally spaced. When the values of \( x \) are not equally spaced we need to resort to the more involved algebraic method called Lagrangian interpolation (which could also be used for equally spaced points).

3 Gregory–Newton interpolation formula using forward finite differences

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_0 )</td>
<td>( f(x_0) )</td>
</tr>
<tr>
<td>( x_1 )</td>
<td>( f(x_1) )</td>
</tr>
</tbody>
</table>

We assume that \( x_0, x_1, \ldots \) are distinct, equally spaced apart, and \( x_0 < x_1 < \ldots \)
For each pair of consecutive function values, \( f(x_0) \) and \( f(x_1) \), in the table, the forward difference \( \Delta f_0 \) is calculated by subtracting \( f(x_0) \) from \( f(x_1) \). This difference is written in a third column of the table, midway between the lines carrying \( f(x_0) \) and \( f(x_1) \).

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
<th>( \Delta f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td></td>
</tr>
</tbody>
</table>

Complete the table for the data given in Frame 59 which then becomes ............

We now form a fourth column, the forward differences of the values of \( \Delta f \), denoted by \( \Delta^2 f \), and again written midway between the lines of \( \Delta f \). These are the second forward differences of \( f(x) \).

So the table then becomes ............

A further column can now be added in like manner, giving the third differences, denoted by \( \Delta^3 f \), so that we then have ............
Notice that the table has now been completed, for the third differences are constant and all subsequent differences would be zero.

Now we shall see how to use the table. So move on

To find \( f(2.5) \)

We have to find \( f(2.5) \). Therefore denote \( x = 2 \) as \( x_0 \)
\( x = 3 \) as \( x_1 \) \( x = 2.5 \) as \( x_p \)

Let \( h \) = the constant range between successive values of \( x \), i.e. \( h = x_1 - x_0 \)

Express \( (x_p - x_0) \) as a fraction of \( h \), i.e. \( p = \frac{x_p - x_0}{h} \), \( 0 < p < 1 \)

Therefore, in the case above, \( h = 1 \) and \( p = \frac{2.5 - 2.0}{1} = 0.5 \).

All we now use from the table is the set of values underlined by the broken line drawn diagonally from \( f(x_0) \).

So we have
\[
\begin{align*}
p &= \ldots \ldots ; & f_0 &= \ldots \ldots ; & \Delta f_0 &= \ldots \ldots ; \\
\Delta^2 f_0 &= \ldots \ldots ; & \Delta^3 f_0 &= \ldots \ldots
\end{align*}
\]
Now we are ready to deal with the Gregory–Newton forward difference interpolation formula

\[ f_p = f_0 + p\Delta f_0 + \frac{p(p - 1)}{1 \times 2} \Delta^2 f_0 + \frac{p(p - 1)(p - 2)}{1 \times 2 \times 3} \Delta^3 f_0 + \ldots \]

This is sometimes written in operator form

\[ f_p = \left \{ 1 + p\Delta + \frac{p(p - 1)}{2!} \Delta^2 + \frac{p(p - 1)(p - 2)}{3!} \Delta^3 + \ldots \right \} f_0 \]

which you no doubt recognise as the binomial expansion of

\[ f_p = (1 + \Delta)^p f_0\]

Substituting the values in the above example gives

\[ f(2.5) = f_p = \ldots \]

Because

\[ f_p = 14 + 0.5(26) + \frac{0.5(-0.5)}{1 \times 2}(22) + \frac{0.5(-0.5)(-1.5)}{1 \times 2 \times 3}(6) \]

\[ = 14 + 13 - 2.75 + 0.375 \]

\[ = 27.375 - 2.75 = 24.625 \]

Comparing the results of the three methods we have discussed
(a) Linear interpolation \( f(2.5) = 27 \)
(b) Graphical interpolation \( f(2.5) = 26 \)
(c) Gregory–Newton formula \( f(2.5) = 24.625 \) – the true value

**Example 2**

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
</tr>
<tr>
<td>6</td>
<td>274</td>
</tr>
<tr>
<td>8</td>
<td>620</td>
</tr>
<tr>
<td>10</td>
<td>1174</td>
</tr>
</tbody>
</table>

It is required to determine the value of \( f(x) \) at \( x = 5.5 \).

In this case

\[ x_0 = \ldots \quad x_1 = \ldots \]

\[ h = \ldots \quad p = \ldots \]

Because

\[ h = x_1 - x_0 = 6 - 4 = 2 \]

\[ p = \frac{x_p - x_0}{h} = \frac{5.5 - 4}{2} = \frac{1.5}{2} = 0.75 \]

First compile the table of forward differences \( \ldots \)
The Gregory–Newton forward difference interpolation formula is

$$f_p = (1 + \Delta)^p \times f_0$$

i.e. $$f_p = \ldots \ldots$$

$$f_p = \left\{ 1 + p\Delta + \frac{p(p-1)}{2!} \Delta^2 + \frac{p(p-1)(p-2)}{3!} \Delta^3 + \ldots \right\} f_0$$

$$= f_0 + p\Delta f_0 + \frac{p(p-1)}{2!} \Delta^2 f_0 + \frac{p(p-1)(p-2)}{3!} \Delta^3 f_0 + \ldots$$

So, substituting the relevant values from the table, gives

$$f(5.5) = f_p = \ldots \ldots$$

Because

$$f(5.5) = f_p = 88 + 0.75(186) + \frac{0.75(-0.25)}{1 \times 2} (160)$$

$$+ \frac{0.75(-0.25)(-1.25)}{1 \times 2 \times 3} (48)$$

$$= 88 + 139.5 - 15 + 1.875 = 214.375$$

$$\therefore f(5.5) = 214.4$$

Finally, one more.
**Example 3**

Determine the value of $f(-1)$ from the set of function values.

<table>
<thead>
<tr>
<th>$x$</th>
<th>4</th>
<th>2</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(x)$</td>
<td>541</td>
<td>55</td>
<td>1</td>
<td>-53</td>
<td>-155</td>
<td>31</td>
<td>1225</td>
</tr>
</tbody>
</table>

Complete the working and then check with the next frame.

Here is the working; method as before.

\[
x_0 = -2; \quad x_1 = 0; \quad x_p = -1; \quad \therefore h = 2; \quad p = \frac{1}{2}
\]

\[
f_p = f_0 + p\Delta f_0 + \frac{p(p - 1)}{1 \times 2} \Delta^2 f_0 + \frac{p(p - 1)(p - 2)}{1 \times 2 \times 3} \Delta^3 f_0
\]

\[
+ \frac{p(p - 1)(p - 2)(p - 3)}{1 \times 2 \times 3 \times 4} \Delta^4 f_0
\]

\[
= 55 + \frac{1}{2}(-54) + \frac{1}{2}(-\frac{1}{2})(-30) + \frac{1}{2}(-\frac{1}{2})(-\frac{3}{2})(-48)
\]

\[
+ \frac{1}{2}(-\frac{1}{2})(-\frac{3}{2})(-\frac{3}{2})(384)
\]

\[
= 55 - 27 + 0 - 3 - 15 = 10
\]

\[
\therefore f_p = f(-1) = 10
\]

This table of data does have its restrictions. For example, if we had wanted to find $f(2.5)$ from the table we would have run out of data because there is no $\Delta^4 f$ entry available. In such a case we can resort to a zig-zag path through the table using **central differences**.
Central differences

The central difference operator $\delta$ is defined by its action on the expression $f(x)$ as

$$\delta f(x) = f(x + h/2) - f(x - h/2)$$

and using this operator the interpolated value of $f(x)$ near to the given value of $f_0$ is defined by the Gauss forward formula as

$$f_p = f_0 + p \delta f_0 + \frac{p(p - 1)}{2!} \delta^2 f_0 + \frac{(p + 1)p(p - 1)}{3!} \delta^3 f_0 + \ldots$$

or by the Gauss backward formula as

$$f_p = f_0 + p \delta f_{0-\frac{1}{2}} + \frac{(p + 1)p}{2!} \delta^2 f_0 + \frac{(p + 1)p(p - 1)}{3!} \delta^3 f_{0-\frac{1}{2}} + \frac{(p + 2)(p + 1)p(p - 1)}{4!} \delta^4 f_0 + \ldots$$

There are no tabulated values at the half-interval values $x_0 + h/2$ and $x_0 - h/2$ and so these are taken to be the differences evaluated at mid-interval as given in the forward difference table. This means that the tables for the Gregory–Newton forward differences and the central differences are identical (apart, that is, from the column headings); the method of tracing through the table, however, is different. For example, to find $f(2.5)$ for the example given in Frame 59

<table>
<thead>
<tr>
<th>$x$</th>
<th>$f(x)$</th>
<th>$\delta f(x)$</th>
<th>$\delta^2 f(x)$</th>
<th>$\delta^3 f(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>10</td>
<td>16</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>26</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
<td>48</td>
<td>28</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>164</td>
<td>76</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>274</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Here $x_0 = 2$, $f_0 = 14$, $\delta f_{0+\frac{1}{2}} = 26$, $\delta^2 f_0 = 16$, $\delta^3 f_{0+\frac{1}{2}} = 6$, $\delta^4 f_0 = 0$ and $p = 0.5$. Thus

$$f_p = 14 + (0.5)26 + \frac{(0.5)(-0.5)}{2} 16 + \frac{(0.5)(-0.5)(-1.5)}{6} 6$$

$$= 14 + 13 - 2 - 0.375 = 24.625$$

which agrees with the value found using the Gregory–Newton forward difference formula.
Try one for yourself. The given tabulated values are

<table>
<thead>
<tr>
<th></th>
<th>x</th>
<th>f(x)</th>
<th>δf(x)</th>
<th>δ²f(x)</th>
<th>δ³f(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-5</td>
<td>3</td>
<td>6</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-2</td>
<td>9</td>
<td>18</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>27</td>
<td>30</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>34</td>
<td>57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>91</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Using the Gauss forward difference formula, the interpolated value of

\[ f(2.2) = \ldots \ldots \ldots \]

Because

Using \[ f_p = f_0 + p \delta f_{0+\frac{1}{2}} + \frac{p(p - 1)}{2!} \delta^2 f_0 + \frac{p(p - 1)(p + 1)}{3!} \delta^3 f_{0+\frac{1}{2}} + \ldots \]

and following the solid line through the table where

\[ x_0 = 2, \quad f_0 = 7, \quad \delta f_{0+\frac{1}{2}} = 27, \quad \delta^2 f_0 = 18, \quad \delta^3 f_{0+\frac{1}{2}} = 12 \quad \text{and} \quad p = 0.2, \]

then

\[ f_p = 7 + (0.2)27 + \frac{(0.2)(-0.8)}{2}18 + \frac{(0.2)(-0.8)(1.2)}{6}12 \]

\[ = 7 + 5.4 - 1.44 - 0.384 \]

\[ = 10.576 \]

Using the Gauss backward difference formula (following the broken line)

\[ f_p = f_0 + p \delta f_{0-\frac{1}{2}} + \frac{p(p + 1)}{2!} \delta^2 f_0 + \frac{p(p - 1)(p + 1)}{3!} \delta^3 f_{0-\frac{1}{2}} + \ldots \]

where here \( \delta f_{0-\frac{1}{2}} = 9 \) and \( \delta^3 f_{0-\frac{1}{2}} = 12 \) and so

\[ f_p = 7 + (0.2)9 + \frac{(0.2)(1.2)}{2}18 + \frac{(0.2)(1.2)(-0.8)}{6}12 \]

\[ = 7 + 1.8 + 2.16 - 0.384 = 10.576 \]

as found with the Gauss forward difference formula.
Gregory–Newton backward differences

We have seen that the Gregory–Newton forward difference procedure loses terms if the interpolation is for points sufficiently forward in the table. We have also seen how this difficulty can be avoided by using central differences. However, even with central differences we can run out of data before completing a full traverse of the table. In such a situation we resort to the Gregory–Newton backward difference formula

\[ f_p = f_0 + p\Delta f_{-1} + \frac{p(p + 1)}{2!} \Delta^2 f_{-2} + \frac{p(p + 1)(p + 2)}{3!} \Delta^3 f_{-3} + \ldots \]

As an example, consider the table of Frame 74.

<table>
<thead>
<tr>
<th>x</th>
<th>f(x)</th>
<th>(\Delta f)</th>
<th>(\Delta^2 f)</th>
<th>(\Delta^3 f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>26</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>48</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
<td>76</td>
<td>28</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>164</td>
<td></td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>274</td>
<td></td>
<td>110</td>
<td></td>
</tr>
</tbody>
</table>

Using this table we can calculate \(f(5.5)\) by tracing back through the table (see broken line) as

\[
f(5.5) = f_0 + (0.5)\Delta f_{-1} + \frac{(0.5)(1.5)}{2} \Delta^2 f_{-2} + \frac{(0.5)(1.5)(2.5)}{6} \Delta^3 f_{-3}
= 164 + (0.5)76 + \frac{(0.5)(1.5)28}{2} + \frac{(0.5)(1.5)(2.5)6}{6}
= 214.375
\]

In each of the examples that we have looked at so far the tabular display of differences eventually results in a column of zeros and this determines the number of terms in an interpolation calculation. The zeros have arisen because all the examples have been derived from polynomials. The following example deals with a tabular display of differences which does not result in a column of zeros. In this case the number of terms used in the interpolation calculation determines confidence in the accuracy of the result.
Example

Use the Gregory–Newton forward difference method to find \( f(0.15) \) to 4 decimal places from the following finite difference table.

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
<th>( \Delta f )</th>
<th>( \Delta^2 f )</th>
<th>( \Delta^3 f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000000</td>
<td>0.099833</td>
<td>-0.000998</td>
<td>-0.000988</td>
</tr>
<tr>
<td>0.1</td>
<td>0.099833</td>
<td>0.098836</td>
<td>-0.001985</td>
<td>-0.000968</td>
</tr>
<tr>
<td>0.2</td>
<td>0.198669</td>
<td>0.096851</td>
<td>-0.002953</td>
<td>-0.000938</td>
</tr>
<tr>
<td>0.3</td>
<td>0.295520</td>
<td>0.093898</td>
<td>-0.003891</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.389418</td>
<td>0.090007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.479426</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Here \( x_0 = 0.1 \), \( x_1 = 0.2 \), \( x_p = 0.15 \) and therefore \( p = 0.5 \), and

\[
f_p = f_0 + p \Delta f_0 + \frac{p(p - 1)}{2!} \Delta^2 f_0 + \frac{p(p - 1)(p - 2)}{3!} \Delta^3 f_0 + \ldots
\]

\[
= 0.099833 + \frac{1}{2} (0.098836) + \left( \frac{1}{2} \right) \left( -\frac{1}{2} \right) (-0.001985)/2
\]

\[
+ \left( \frac{1}{2} \right) \left( -\frac{1}{2} \right) \left( -\frac{3}{2} \right) (-0.000969)/6 + \ldots
\]

\[
= 0.099833 + 0.049418 + 0.000248 - 0.000061 + \ldots
\]

\[
= 0.1494 \text{ to 4 dp}
\]

As you can see, the calculation can continue indefinitely and termination is dictated by the number of decimal places required in the final answer.

Lagrange interpolation

If the straight line \( p(x) = a_0 + a_1x \) passes through the two points \( (x_0, f(x_0)) \) and \( (x_1, f(x_1)) \), where \( a_0 \) and \( a_1 \) are constants, then the equation for this line can also be written as

\[
p(x) = \frac{x-x_1}{x_0-x_1} f(x_0) + \frac{x-x_0}{x_1-x_0} f(x_1)
\]

For example, the straight line \( p(x) = 3 + 2x \) passes through the two points \( (1, 5) \) and \( (2, 7) \). Substituting the values for the variables in the above equation demonstrates this alternative form for the equation.
\[ p(x) = \frac{x - 2}{1 - 2} + \frac{x - 1}{2 - 1} \cdot 7 = 10 - 5x + 7x - 7 = 3 + 2x \]

So, given the two data points from Frame 59, \((2, 14)\) and \((3, 40)\), using linear interpolation

\[ f(2.5) \approx p(2.5) = \ldots \ldots \]

Because

\[
\begin{align*}
p(x) &= \frac{x - x_1}{x_0 - x_1} f(x_0) + \frac{x - x_0}{x_1 - x_0} f(x_1) \\
&= \frac{x - 3}{2 - 3} \cdot 14 + \frac{x - 2}{3 - 2} \cdot 40 = 26x - 38
\end{align*}
\]

and so

\[ f(2.5) \approx p(x) = 26(2.5) - 38 = 27 \]

The principle of Lagrange interpolation is that a function \(f(x)\) whose values are given at a collection of points is assumed to be approximately represented by a polynomial \(p(x)\) that passes through each and every point. The polynomial is called the **interpolation polynomial** and it is of degree one less than the number of points given. For two data points the interpolating polynomial is taken to be a linear polynomial, as you have just seen in the last example. For three data points the interpolating polynomial is taken to be a quadratic, for four data points the interpolation polynomial is taken to be a cubic, and so on.

In the same manner as before it can be shown that the quadratic

\[ p(x) = a_0 + a_1x + a_2x^2 \]

that passes through the three points \((x_0, f(x_0)), (x_1, f(x_1))\) and \((x_2, f(x_2))\) can be written as

\[
\begin{align*}
p(x) &= \frac{(x - x_1)(x - x_2)}{(x_0 - x_1)(x_0 - x_2)} f(x_0) + \frac{(x - x_0)(x - x_2)}{(x_1 - x_0)(x_1 - x_2)} f(x_1) \\
&\quad + \frac{(x - x_0)(x - x_1)}{(x_2 - x_0)(x_2 - x_1)} f(x_2)
\end{align*}
\]

So let’s try one. Given the collection of values

<table>
<thead>
<tr>
<th>(x)</th>
<th>(f(x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.405</td>
</tr>
<tr>
<td>2.1</td>
<td>0.742</td>
</tr>
<tr>
<td>3</td>
<td>1.099</td>
</tr>
</tbody>
</table>

by Lagrangian interpolation, \(f(1.8) \approx \ldots \ldots \) to 2 decimal places.
Because

\[ p(x) = \frac{(x - x_1)(x - x_2)}{(x_0 - x_1)(x_0 - x_2)} f(x_0) + \frac{(x - x_0)(x - x_2)}{(x_1 - x_0)(x_1 - x_2)} f(x_1) + \frac{(x - x_0)(x - x_1)}{(x_2 - x_0)(x_2 - x_1)} f(x_2) \]

\[ = \frac{(x - 2 \cdot 1)(x - 3)}{(1 \cdot 5 - 2 \cdot 1)(1 \cdot 5 - 3)} 0.405 + \frac{(x - 1 \cdot 5)(x - 3)}{(2 \cdot 1 - 1 \cdot 5)(2 \cdot 1 - 3)} 0.742 \]

\[ + \frac{(x - 1 \cdot 5)(x - 2 \cdot 1)}{(3 - 1 \cdot 5)(3 - 2 \cdot 1)} 1.099 \]

\[ = \frac{(x^2 - 5 \cdot 1x + 6 \cdot 3)}{0.9} 0.405 + \frac{(x^2 - 4 \cdot 5x + 4 \cdot 5)}{(-0.54)} 0.742 \]

\[ + \frac{(x^2 - 3 \cdot 6x + 3 \cdot 15)}{1.35} 1.099 \]

\[ = -0.11x^2 + 0.958x - 0.784 \]

So that

\[ f(1.8) \approx p(1.8) = 0.58 \] to 2 decimal places.

By carefully considering the interpolating polynomials for two and three data points you should be able to see a pattern. Write down what you think the interpolating polynomial should be for four data points:

\[ \ldots \ldots \ldots \]

Use this interpolating polynomial for the data points

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.368</td>
</tr>
<tr>
<td>1.2</td>
<td>0.301</td>
</tr>
<tr>
<td>1.3</td>
<td>0.273</td>
</tr>
<tr>
<td>1.5</td>
<td>0.223</td>
</tr>
</tbody>
</table>

To 2 decimal places, \( f(1.4) \approx \ldots \ldots \ldots \)
Because $p(x)$

\[
\begin{align*}
&= \frac{(x-x_1)(x-x_2)(x-x_3)}{(x_0-x_1)(x_0-x_2)(x_0-x_3)}f(x_0) + \frac{(x-x_0)(x-x_2)(x-x_3)}{(x_1-x_0)(x_1-x_2)(x_1-x_3)}f(x_1) \\
&\quad + \frac{(x-x_0)(x-x_1)(x-x_3)}{(x_2-x_0)(x_2-x_1)(x_2-x_3)}f(x_2) + \frac{(x-x_0)(x-x_1)(x-x_2)}{(x_3-x_0)(x_3-x_1)(x_3-x_2)}f(x_3) \\
&= \frac{(x-1.2)(x-1.3)(x-1.5)}{(1-1.2)(1-1.3)(1-1.5)} \cdot 0.368 + \frac{(x-1)(x-1.3)(x-1.5)}{(1.2-1)(1.2-1.3)(1.2-1.5)} \cdot 0.301 \\
&\quad + \frac{(x-1)(x-1.2)(x-1.5)}{(1.3-1)(1.3-1.2)(1.3-1.5)} \cdot 0.273 + \frac{(x-1)(x-1.2)(x-1.3)}{(1.5-1)(1.5-1.2)(1.5-1.3)} \cdot 0.223 \\
&= \frac{x^3-4x^2+5.31x-2.34}{(-0.03)} \cdot 0.368 + \frac{x^3-3.8x^2+4.75x-1.95}{0.006} \cdot 0.301 \\
&\quad + \frac{x^3-3.7x^2+4.5x-1.8}{(-0.006)} \cdot 0.273 + \frac{x^3-3.5x^2+4.06x-1.56}{0.03} \cdot 0.223 \\
&= -0.167x^3 + 0.767x^2 - 1.415x + 1.183
\end{align*}
\]

So that

\[f(1.4) \approx p(1.4) = 0.25\] to 2 decimal places

The general Lagrange interpolation polynomial for \(n+1\) data points at \(x_0, x_1, \ldots, x_n\) is

\[
p(x) = \frac{(x-x_1)(x-x_2)(\cdots)(x-x_n)}{(x_0-x_1)(x_0-x_2)(\cdots)(x_0-x_n)}f(x_0) \\
+ \frac{(x-x_0)(x-x_2)(\cdots)(x-x_n)}{(x_1-x_0)(x_1-x_2)(\cdots)(x_1-x_n)}f(x_1) + \cdots \\
+ \frac{(x-x_0)(x-x_1)(\cdots)(x-x_n)}{(x_n-x_0)(x_n-x_1)(\cdots)(x_n-x_{n-1})}f(x_n)
\]

This now completes the work of this Programme. What follows is a Revision summary and a Can you? checklist. Read the summary carefully and respond to the questions in the checklist. When you feel sure that you are happy with the content of this Programme, try the Test exercise. Take your time, there is no need to hurry. Finally, a collection of Further problems provides valuable additional practice.
1. The Fundamental Theorem of Algebra can be stated as follows:
   Every polynomial expression \( f(x) = a_n x^n + a_{n-1} x^{n-1} + \cdots + a_1 x + a_0 \) can be written as a product of \( n \) linear factors in the form
   \[ f(x) = a_n (x - r_1)(x - r_2)(\cdots)(x - r_n) \]

2. Relations between the coefficients and the roots of a polynomial equation
   Whenever a polynomial with real coefficients \( a_i \) has a complex root it also has the complex conjugate as another root.
   If \( \alpha, \beta, \gamma, \ldots \) are the roots of the equation
   \[ p_0 x^n + p_1 x^{n-1} + p_2 x^{n-2} + \cdots + p_{n-1} x + p_n = 0 \]
   then, provided \( p_0 \neq 0 \)
   - sum of roots = \(-\frac{p_1}{p_0}\)
   - sum of the product of the roots, taken two at a time = \(\frac{p_2}{p_0}\)
   - sum of the product of the roots, taken three at a time = \(-\frac{p_3}{p_0}\)
   - sum of the product of the roots, taken \( n \) at a time = \((-1)^n \frac{p_n}{p_0}\).

3. Cubic equations
   Reduced form
   Every cubic equation of the form \( x^3 + ax^2 + bx + c = 0 \) can be written in reduced form \( y^3 + py + q = 0 \) by using the transformation \( x = y - \frac{a}{3} \).

   Tartaglia’s solution
   Every cubic equation with real coefficients has at least one real root that may be found analytically using Tartaglia’s method. The real root of \( x^3 + ax + b = 0 \) when \( a > 0 \) is
   \[ x = \left\{ -\frac{b}{2} + \sqrt{\frac{a^3}{27} + \frac{b^2}{4}} \right\}^{1/3} + \left\{ -\frac{b}{2} - \sqrt{\frac{a^3}{27} + \frac{b^2}{4}} \right\}^{1/3} \]
   If \( a < 0 \) it is best to resort to numerical methods.

4. Numerical methods
   Bisection
   The bisection method of finding a solution to the equation \( f(x) = 0 \) consists of
   - Finding a value of \( x \) such that \( f(x) < 0 \), say \( x = a \)
   - Finding a value of \( x \) such that \( f(x) > 0 \), say \( x = b \).

   The solution to the equation \( f(x) = 0 \) must then lie between \( a \) and \( b \). Furthermore, it must lie either in the first half of the interval between \( a \) and \( b \) or in the second half.
5 **Numerical solution of equations by iteration**
The process of finding the numerical solution to the equation
\[ f(x) = 0 \]
by iteration is performed by first finding an approximate solution and then using this approximate solution to find a more accurate solution. This process is repeated until a solution is found to the required level of accuracy.

6 **Using a spreadsheet**
Iteration procedures are more efficiently performed using a spreadsheet.

7 **Newton–Raphson iteration method**
If \( x = x_0 \) is an approximate solution to the equation \( f(x) = 0 \), a better approximation \( x_1 \) is given by
\[ x_1 = x_0 - \frac{f(x_0)}{f'(x_0)}, \text{ and in general } x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \]

8 **Modified Newton–Raphson iteration method**
If, in the Newton–Raphson procedure \( f'(x_0) \) is sufficiently small enough to cause the value of \( x_1 \) to be a worse approximation to the solution than \( x_0 \), then \( x_1 \) is obtained from the relationship
\[ x_1 = x_0 \pm \sqrt{\frac{-2f(x_0)}{f''(x_0)}} \]

Subsequent iterations then use \( x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \).

9 **Interpolation**

**Graphical**

10 **Gregory–Newton interpolation formulas using forward finite differences**
\[ f_p = f_0 + p \Delta f_0 + \frac{p(p-1)}{2!} \Delta^2 f_0 + \frac{p(p-1)(p-2)}{3!} \Delta^3 f_0 + \cdots \]

11 **Gauss interpolation formulas using central finite differences**

**Gauss forward formula**
\[ f_p = f_0 + p \delta f_{0+\frac{1}{2}} + \frac{p(p-1)}{2!} \delta^2 f_0 + \frac{(p+1)p(p-1)}{3!} \delta^3 f_{0+\frac{1}{2}} \]
\[ + \frac{(p+1)p(p-1)(p-2)}{4!} \delta^4 f_0 + \cdots \]

**Gauss backward formula**
\[ f_p = f_0 + p \delta f_{0-\frac{1}{2}} + \frac{(p+1)p}{2!} \delta^2 f_0 + \frac{(p+1)p(p-1)}{3!} \delta^3 f_{0-\frac{1}{2}} \]
\[ + \frac{(p+2)(p+1)p(p-1)}{4!} \delta^4 f_0 + \cdots \]
12 **Gregory–Newton interpolation formula using backward finite differences**

\[ f_p = f_0 + p \Delta f_{-1} + \frac{p(p + 1)}{2!} \Delta^2 f_{-2} + \frac{p(p + 1)(p + 2)}{3!} \Delta^3 f_{-3} + \cdots \]

13 **Lagrange interpolation**

If the straight line \( p(x) = a_0 + a_1 x \) passes through the two points \((x_0, f(x_0))\) and \((x_1, f(x_1))\), where \(a_0\) and \(a_1\) are constants, then the interpolation polynomial (straight line) for this line can be written as

\[ p(x) = \frac{x - x_1}{x_0 - x_1} f(x_0) + \frac{x - x_0}{x_1 - x_0} f(x_1) \]

The quadratic interpolating polynomial that passes through the three points \((x_0, f(x_0)), (x_1, f(x_1))\) and \((x_2, f(x_2))\) can be written as

\[
\begin{align*}
p(x) &= \frac{(x - x_1)(x - x_2)}{(x_0 - x_1)(x_0 - x_2)} f(x_0) + \frac{(x - x_0)(x - x_2)}{(x_1 - x_0)(x_1 - x_2)} f(x_1) \\
&\quad + \frac{(x - x_0)(x - x_1)}{(x_2 - x_0)(x_2 - x_1)} f(x_2)
\end{align*}
\]

The cubic interpolating polynomial that passes through the four data points \((x_0, f(x_0)), (x_1, f(x_1)), (x_2, f(x_2))\) and \((x_3, f(x_3))\) can be written as

\[
\begin{align*}
p(x) &= \frac{(x - x_1)(x - x_2)(x - x_3)}{(x_0 - x_1)(x_0 - x_2)(x_0 - x_3)} f(x_0) \\
&\quad + \frac{(x - x_0)(x - x_2)(x - x_3)}{(x_1 - x_0)(x_1 - x_2)(x_1 - x_3)} f(x_1) \\
&\quad + \frac{(x - x_0)(x - x_1)(x - x_3)}{(x_2 - x_0)(x_2 - x_1)(x_2 - x_3)} f(x_2) \\
&\quad + \frac{(x - x_0)(x - x_1)(x - x_2)}{(x_3 - x_0)(x_3 - x_1)(x_3 - x_2)} f(x_3)
\end{align*}
\]

The interpolating polynomial that passes through \(n + 1\) data points is

\[
\begin{align*}
p(x) &= \frac{(x - x_1)(x - x_2)(\cdots)(x - x_n)}{(x_0 - x_1)(x_0 - x_2)(\cdots)(x_0 - x_n)} f(x_0) \\
&\quad + \frac{(x - x_0)(x - x_2)(\cdots)(x - x_n)}{(x_1 - x_0)(x_1 - x_2)(\cdots)(x_1 - x_n)} f(x_1) + \cdots \\
&\quad + \frac{(x - x_0)(x - x_1)(\cdots)(x - x_{n-1})}{(x_n - x_0)(x_n - x_1)(\cdots)(x_n - x_{n-1})} f(x_n)
\end{align*}
\]
Can you?

Checklist 1

Check this list before and after you try the end of Programme test.

On a scale of 1 to 5 how confident are you that you can:

- Appreciate the Fundamental Theorem of Algebra?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Find the two roots of a quadratic equation and recognise that for polynomial equations with real coefficients complex roots exist in complex conjugate pairs?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Use the relationships between the coefficients and the roots of a polynomial equation to find the roots of the polynomial?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Transform a cubic equation to reduced form?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Use Tartaglia's solution to find the real root of a cubic equation?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Find the solution of the equation \( f(x) = 0 \) by the method of bisection?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Solve equations involving a single real variable by iteration and use a spreadsheet for efficiency?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Solve equations using the Newton–Raphson iterative method?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Use the modified Newton–Raphson method to find the first approximation when the derivative is small?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Understand the meaning of interpolation and use simple linear and graphical interpolation?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Use the Gregory–Newton interpolation formula using forward and backward differences for equally spaced domain points?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Use the Gauss interpolation formulas using central differences for equally spaced domain points?
  Yes ☐ ☐ ☐ ☐ ☐ No

- Use Lagrange interpolation when the domain points are not equally spaced?
  Yes ☐ ☐ ☐ ☐ ☐ No
1 Given that $x = -1 + j\sqrt{3}$ is one root of a quadratic equation with real coefficients, find the other root and hence the quadratic equation.

2 Solve the cubic equation $2x^3 - 7x^2 - 42x + 72 = 0$.

3 Write the cubic $3x^3 + 5x^2 + 3x + 5$ in reduced form and use Tartaglia's method to find the real root.

4 Use the method of bisection to find a solution to $x^3 - 5 = 0$ correct to 4 significant figures.

5 Use the Newton–Raphson method to find a positive solution of the following equation, correct to 6 decimal places:
   \[ \cos 3x = x^2 \]

6 Use the modified Newton–Raphson method to find the solution correct to 6 decimal places near to $x = 2$ of the equation
   \[ x^3 - 6x^2 + 13x - 9 = 0 \]

7 Given the table of values

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>171</td>
</tr>
<tr>
<td>5</td>
<td>340</td>
</tr>
<tr>
<td>6</td>
<td>595</td>
</tr>
</tbody>
</table>

   estimate
   (a) \( f(2.5) \) using the Gregory–Newton forward difference formula
   (b) \( f(3.4) \) using the Gauss central difference formula
   (c) \( f(5.6) \) using the Gregory–Newton backward difference formula.

8 Given the table of values

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>-9</td>
</tr>
<tr>
<td>5</td>
<td>-108</td>
</tr>
</tbody>
</table>

use Lagrangian interpolation to estimate the value of \( f(2.2) \).
Further problems 1

1. Given that \( x = \frac{-1 - j\sqrt{3}}{2} \) and \( x = \frac{-1 + j}{\sqrt{2}} \) are two roots of a quartic equation with real coefficients, find the other two roots and hence the quartic equation.

2. Solve the equation \( x^3 - 5x^2 - 8x + 12 = 0 \), given that the sum of two of the roots is 7.

3. Find the values of the constants \( p \) and \( q \) such that the function \( f(x) = 2x^3 + px^2 + qx + 6 \) may be exactly divisible by \((x - 2)(x + 1)\).

4. If \( f(x) = 4x^4 + px^3 - 23x^2 + qx + 11 \) and when \( f(x) \) is divided by \( 2x^2 + 7x + 3 \) the remainder is \( 3x + 2 \), determine the values of \( p \) and \( q \).

5. If one root of the equation \( x^3 - 2x^2 - 9x + 18 = 0 \) is the negative of another, determine the three roots.

6. Solve the equation \( x^3 - 7x^2 - 21x + 27 = 0 \), given that the roots form a geometric sequence.

7. Form the equation whose roots are those of the equation \( x^3 + x^2 + 9x + 9 = 0 \) each increased by 2.

8. Form the equation whose roots exceed by 3 the roots of the equation \( x^3 - 4x^2 + x + 6 = 0 \).

9. If the equation \( 4x^3 - 4x^2 - 5x + 3 = 0 \) is known to have two roots whose sum is 2, solve the equation.

10. Solve the equation \( x^3 - 10x^2 + 8x + 64 = 0 \), given that the product of two of the roots is the negative of the third.

11. Form the equation whose roots exceed by 2 those of the equation \( 2x^3 - 3x^2 - 11x + 6 = 0 \).

12. If \( \alpha, \beta, \gamma \) are the roots of the equation \( x^3 + px^2 + qx + r = 0 \), prove that \( \alpha^2 + \beta^2 + \gamma^2 = p^2 - 2q \).

13. Using Tartaglia’s solution, find the real root of the equation \( 2x^3 + 4x - 5 = 0 \) giving the result to 4 significant figures.

14. Solve the equation \( x^3 - 6x - 4 = 0 \).

15. Rewrite the equation \( x^3 + 6x^2 + 9x + 4 = 0 \) in reduced form and hence determine the three roots.

16. Show that the equation \( x^3 + 3x^2 - 4x - 6 = 0 \) has a root between \( x = 1 \) and \( x = 2 \), and use the Newton–Raphson iterative method to evaluate this root to 4 significant figures.

17. Find the real root of the equations:
   (a) \( x^3 + 4x + 3 = 0 \)  (b) \( 5x^3 + 2x - 1 = 0 \).
18 Solve the following equations:
   (a) \( x^3 - 5x + 1 = 0 \)  
   (b) \( x^3 + 2x - 3 = 0 \)  
   (c) \( x^3 - 4x + 1 = 0 \).

19 Express the following in reduced form and determine the roots:
   (a) \( x^3 + 6x^2 + 9x + 5 = 0 \)  
   (b) \( 8x^3 + 20x^2 + 6x - 9 = 0 \)  
   (c) \( 4x^3 - 9x^2 + 42x - 10 = 0 \).

20 Use the Newton–Raphson iterative method to solve the following.
   (a) Show that a root of the equation \( x^3 + 3x^2 + 5x + 9 = 0 \) occurs between \( x = -2 \) and \( x = -3 \). Evaluate the root to four significant figures.
   (b) Show graphically that the equation \( e^{2x} = 25x - 10 \) has two real roots and find the larger root correct to four significant figures.
   (c) Verify that the equation \( x - \cos x = 0 \) has a root near to \( x = 0.8 \) and determine the root correct to three significant figures.
   (d) Obtain graphically an approximate root of the equation \( 2 \ln x = 3 - x \). Evaluate the root correct to four significant figures.
   (e) Verify that the equation \( x^4 + 5x - 20 = 0 \) has a root at approximately \( x = 1.8 \). Determine the root correct to five significant figures.
   (f) Show that the equation \( x + 3 \sin x = 2 \) has a root between \( x = 0.4 \) and \( x = 0.6 \). Evaluate the root correct to five significant figures.
   (g) The equation \( 2 \cos x = e^x - 1 \) has a real root between \( x = 0.8 \) and \( x = 0.9 \). Evaluate the root correct to four significant figures.
   (h) The equation \( 20x^3 - 22x^2 + 5x - 1 = 0 \) has a root at approximately \( x = 0.6 \). Determine the value of the root correct to four significant figures.

21 A polynomial function is defined by the following set of function values

<table>
<thead>
<tr>
<th>( x )</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y = f(x) )</td>
<td>-7.00</td>
<td>9.00</td>
<td>97.0</td>
<td>305</td>
<td>681</td>
</tr>
</tbody>
</table>

Find
   (a) \( f(4.8) \) using the Gregory–Newton forward difference formula
   (b) \( f(7.2) \) using the Gauss central difference formula
   (c) \( f(8.5) \) using the Gregory–Newton backward difference formula.

22 For the function \( f(x) \)

<table>
<thead>
<tr>
<th>( x )</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(x) )</td>
<td>-10</td>
<td>12</td>
<td>56</td>
<td>128</td>
<td>234</td>
<td>380</td>
<td>572</td>
</tr>
</tbody>
</table>

Find
   (a) \( f(4.5) \) and \( f(6.4) \) using the Gregory–Newton forward difference formula
   (b) \( f(7.1) \) and \( f(8.9) \) using the Gregory–Newton backward difference formula.
For the function defined in the table above, evaluate (a) \( f(2.6) \) and (b) \( f(7.2) \).

A function \( f(x) \) is defined by the following table:

<table>
<thead>
<tr>
<th>( x )</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(x) )</td>
<td>−9</td>
<td>35</td>
<td>231</td>
<td>675</td>
<td>1463</td>
<td>2691</td>
</tr>
</tbody>
</table>

Find
(a) \( f(-3) \) and \( f(1.6) \) using the Gregory–Newton forward difference formula
(b) \( f(0.2) \) and \( f(3.1) \) using the Gauss central difference formula
(c) \( f(4.4) \) and \( f(7) \) using the Gregory–Newton backward difference formula.

Given the table of values

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>−1</td>
<td>−2.71828</td>
</tr>
<tr>
<td>3</td>
<td>−0.04979</td>
</tr>
<tr>
<td>5</td>
<td>−0.00674</td>
</tr>
</tbody>
</table>

use Lagrangian interpolation to find the value of \( f(3.4) \).

Given the table of values

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.801153</td>
</tr>
<tr>
<td>7.2</td>
<td>−0.82236</td>
</tr>
<tr>
<td>9</td>
<td>−0.73922</td>
</tr>
<tr>
<td>13</td>
<td>0.994808</td>
</tr>
</tbody>
</table>

use Lagrangian interpolation to find the value of \( f(8) \).

Given the table of values

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>−2</td>
<td>−2.63906</td>
</tr>
<tr>
<td>0</td>
<td>−2.48491</td>
</tr>
<tr>
<td>5</td>
<td>−1.94591</td>
</tr>
<tr>
<td>6</td>
<td>−1.79176</td>
</tr>
</tbody>
</table>

use Lagrangian interpolation to find the values of
(a) \( f(-0.8) \)  (b) \( f(0.8) \)  (c) \( f(5.5) \).
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