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1 Background I:
A Phonological Refresher

1.1 The Basics of Phonology

To begin with: what is phonology? To be more precise, we will usually be talking about the phonology of either a language or a speaker – and our working definition will be that a phonology is a characterization of all the mental representations and unconscious knowledge that speakers have about abstract speech sounds. Studying phonology, then, is studying the nature of this knowledge, and also the characterization of this knowledge.

We will often talk about this abstract knowledge in terms of phonological generalizations. To exemplify: one generalization about Zack's speech from the Preface is that he begins all of his words with only one consonant, and never with two consonants side-by-side. At the same time, a different generalization about English as spoken by the native speaker adults around him is that words begin with two or three consonants in a row all the time! By looking at Zack's own version of English words, we can see that he systematically modifies all words beginning with more than one consonant so that they are consistent with his own pattern – the 'sp' of special comes out as just [p], the 'fl' of fleece as just [f], and so on. The task of a phonological grammar is to capture a speaker or population's generalizations, explicitly enough that an algorithm plugged into some otherwise-dumb computer could approximate the phonological knowledge of a human language speaker.

Most phonological grammars (and all the ones we will use in this text) operate on representations of two kinds: stored forms in the mental lexicon, called underlying representations (URs), and forms that can actually be produced by a speaker or heard by a listener, called surface representations (SRs). This text will also refer to these URs and SRs respectively as inputs and outputs, and the mapping from one to the other is illustrated as /input/ → [output]; note the / / vs [ ] notation. The grammars we will use in this textbook are ones in which you can feed the grammar any input and it will always generate

---

1 This property – though certainly not always cached out in this format – is the source of the term generative linguistics, associated as you probably already know with the pioneering work of Noam Chomsky.
a legal output – that is, an output that a native speaker would judge to be a possible surface form in the language. If you give it input /blep/, and it is a phonology of English, it will simply return [blep] again, because that string of sounds is a well-formed possible English word. If you give it /pelb/, though, it will map that input onto some modified form to accord with English phonological generalizations, perhaps as [phɛɫ]. In this way, you might think of a phonological grammar as a language-specific filter. The job of phonologists is to spell out how these filters work: what building blocks they are composed of, how they differ between languages, and what kinds of structures they can rule out or in (and eventually why). When studying acquisition, phonologists take on the further tasks of describing how these filters become language-specific (through learning), and how children use them and refine them in the years before they have acquired a fully-adult grammar.

To build a phonological grammar, we first need to understand the objects that it manipulates: what are these underlying and surface representations made of? The basic phonological building blocks of URs and SRs are segments. Segments are abstractions away from the raw acoustic signal of speech, made into manageable mental chunks that we can manipulate with the grammar. To see the value of this approach consider the two spectrograms below, which together represent much of the raw acoustics of the author saying an English sentence. If you are not familiar with reading spectrograms, these will be rather messy and hard to interpret. The only crucial aspects of the graph are that the x-axis measures time in milliseconds, and the y-axis indicates the strongest resonating frequencies\(^2\) measured in Hertz, and overall intensity of the sound, indicated by the darkness of each bar.

(1a) ‘She borrowed a plastic yellow bin…

\(^2\)Which you may already know are called formants.
Let us just consider the two boxed portions of the sentence, which correspond to the word *yellow* in the (1a) spectrogram and *trock* in (1b). (Yes, *trock* is not a real word of English, on which there will be more in a minute.) It is somewhat hard to process this visual representation, with its continuous time dimension and myriad phonetic dimensions. But from a phonological viewpoint, one basic question is: how many segments does each word contain? If we examine each spectrogram for steady-state periods of sound, expecting some noise during the transitions, then we can perhaps come up with a rough approximation of the words’ segments. Below this has been done for zoomed-in spectrograms of *yellow* and *trock*, where each segment has been transcribed with an IPA symbol.
Segments are thus at least a method of abstracting away from continuous phonetics to more discrete phonology. Phonologists (and others) have also found some compelling evidence that grammars and speakers manipulate their phonologies at the level of the segment, so it is not just a convenient notation. These arguments will be developed as we go. Note also that the fact of *trock not being an English word has caused us no difficulty in segmentation and transcription – and that is precisely the point, that is that phonology is about the legality of speech sound interactions in a language, not just the particular words that happen to occur in your mental dictionary (which we will usually refer to as the mental lexicon). This issue will also be raised many times in the pages that follow.

Exercise 1: Identify all the letters in the English words of (1) which correspond to multiple IPA symbols, and vice versa.

A phonological grammar is a mechanism for regulating phonological segments, their parts and their combinations. The first kind of phonological knowledge we will ascribe to our grammar is phonotactics, by which we will mean the regulations that describe how segments can or can’t be strung together. It is the phonotactics of English that tell you that *trock could be a word, as in our previous example, but for example *tlock could not – English word-initial phonotactics rule out the sequence #[tl]. You also know, via English phonotactics, that *trock’s second segment is a voiceless [ɾ] and that the similar second segment in plastic is a voiceless [l], while borrow and yellow

---

3 The second symbol ‘h’ indicates that the segment [t] was aspirated. If you have forgotten what this term means, read on . . .

4 # is a word boundary sign.
have a voiced [ɹ] and [ɫ] respectively. Note, however, that this knowledge is usually completely unconscious – you almost certainly knew nothing overt about voiced and voiceless versions of ‘r’ and ‘l’ until you encountered them in a linguistics class, but you were already devoicing ‘r’ and ‘l’ whenever appropriate for your dialect without knowing you were doing it.

How does a phonological grammar capture this knowledge? There are many theories, which actually turn out to have rather different consequences. For example, an English grammar could contain a rule that maps word-initial /tl/ onto something else (see 3) – this would mean picking a way of fixing #tl so it conforms to English, for example:

\[(3a) /t/ \rightarrow [k] / \# \_ \_ l \quad \text{(Turn /t/ into [k] when word-initial and followed by l)}\]

\[(3b) /0/ \rightarrow [ə] / \# t \_ \_ l \quad \text{(Epenthesize a schwa between word initial t and l)}\]

Alternatively, the grammar could have a constraint that says ‘No Word-initial [tl]’, which would mean relying on other bits of the grammar to decide what to do about an input /#tl/ should it appear. In this textbook, our first crucial choice will be to use constraints to capture phonological patterns like this, so we will spend some time justifying that choice in later chapters.

One other big job for the phonological grammar is to regulate sound sequences via alternations when they are concatenated by multiple morphemes, that is the meaningful building blocks of words and phrases. An English example of alternation which you have probably seen before comes from our plural morpheme, which has multiple phonological forms. Returning to the nonsense noun trock: whatever a trock is, if you have more than one trock, you have two … [tɹɑks] (trock)s.\(^5\) And if you found another one that needed storage, you would probably want to get more … [bɪnз] (bins). Both words end with a morpheme meaning ‘plural’, but the phonology of English dictates two different surface allomorphs [−z] and [−s] in these two phonological environments. In the grammars that we will build in this textbook, the same kinds of constraints that tell you why *tlock couldn’t be an English word also tell you that trock’s plural is trock[s] and not *trock[z].

### 1.2 Phonology at and below the Segmental Level

While segments are a very useful phonological unit for analysis and study, phonologies also organize their segments according to many different subsegmental properties. To see which of these properties are important for phonological purposes, let us consider one basic way that they are used: defining a language’s phonological categories.

\(^5\)This game of fill in the blank is in fact a common experimental device; see Chapter 8.
One classic example of a property used to categorize phonological segments is *voice onset time* (VOT). In the simple case of a stop followed by a vowel, VOT indicates the number of milliseconds between the burst of air caused by releasing the stop and the beginning of vocal fold vibrations for the vowel. If voicing begins exactly when the stop is released, VOT is zero. If it is negative, voicing had already begun during the stop's closure; if it is positive, then the stop was followed by a period of voiceless *aspiration* before vowel voicing began.

Here are two spectrograms of two English words within that previous phrase, with an arrow indicating the period of aspiration in each case (very little in the first, a fair bit in the second):

(4a) *bin*

(4b) *pin*
For these particular two tokens, the VOT for the initial segment in (4a) was measured at around five milliseconds, while the VOT for the initial segment of (4b) is 50 milliseconds. Whatever the precise difference, the phonological question is whether English speakers treat these two segments as same or different. In this case, the difference in their VOT causes you to perceive two different words: (4a) is *bin* and (b) is *pin*, so these two labial stops belong to two different phonological categories. (We refer to any such useful pair of words like *pin–bin* that highlight the contrast between two categories in a language as a **minimal pair**.)

In comparison, many English dialects distinguish two different lateral ('l'-like) segments: the alveolar, non-velarized [l] of *plastic* and the velarized [ɫ] of *hold*. Unlike the difference in VOT of 5 vs 50 milliseconds, though, the segments in *plastic* and *hold* belong to a single English category; there are no minimal pairs like *hold* vs *ho[l]d* or *plastic* vs *p[l]astic*, and English speakers cannot change the meaning of a word by replacing one lateral with the other. Instead, the English distribution of alveolar vs velarized laterals is *predictable*. Comparing just these two words, you might come up with a prediction as to the contexts in which lateral can be used: for example, before a [d] laterals are velarized (as in *hold*), but after word-initial [p] (as in *plastic*) they are not. Of course, this analysis is only built from two data points, and it is so specific that you should suspect it is missing some broader generalizations (keep reading!).

The traditional terminology is that /p/ and /b/ are different English phonemes, whereas alveolar [l] and velarized [ɫ] are both *allophones* of a single English phoneme /l/. What is crucial in this textbook is the notion of predictability: part of the phonological grammar’s job is to predict which of the allophones from a single category can occur in any specific phonological context. It is also crucial to note that phonemic or allophonic status is language-specific: the question of whether two different segments are part of two different categories (i.e. different phonemes) or a single category (i.e. both allophones of a single phoneme) is answered differently from language to language. As one quick example: nasalizing a vowel in English doesn’t change the vowel’s category – so that the vowels in *lap* [læp] and *lamb* [læm] are allophones of the same phoneme /æ/ – whereas in French nasalized and oral versions of the same vowels are often different phonemes, as shown in minimal pairs like *beau* [bo] ‘beautiful’ and *bon* [bɔ] ‘good’.

The descriptions given so far of a segment’s properties have been fairly grounded in articulatory terms: voice onset time, vowel nasalization and velarization are all measurable phonetic aspects of a sound. In a

---

6Which means some raising of the tongue body or *dorsum*: not very detectable on a spectrogram although possibly discernable as movement or ‘pinching’ of F3 relative to F2, and definitely detectible if you happen to have an ultrasound recording.
phonological grammar, however, these articulatory properties do not all have the same status, and it is therefore useful to describe segments and their properties using a formal language of phonological features. Many of these features should not be news to you, but many of them also have definitions that span multiple categories in the IPA chart, so some discussion is necessary.

In the case of the phonetic property of voice onset time, there are a couple of different phonological features that we might need for describing cross-linguistic categories. One feature is aspiration, which distinguishes between the long positive VOT at the beginning of ‘pin’ and the short or nearly-zero VOT at the beginning of ‘bin’, meaning that their true IPA transcriptions might be [pʰɪn] and [bɪn] or [pɪn] respectively. In some environments, aspiration is a predictable feature – meaning that for example in the context [s__ɪn] (as in spin), the English grammar will judge [p] or [b] as grammatical but [pʰ] as ungrammatical. The other most common phonological feature that involves VOT is voicing, which in languages like Spanish and Dutch will distinguish either of these ‘voiceless’ English stops from a truly prevoiced [b], where voicing begins during the closure, resulting in a negative VOT.

A long phonological tradition has argued that features give us insight into how languages arrange their phonemes, allophones, contexts and predictability. Our quick discussion of spin (where aspiration of ‘p’ is banned) vs pin (where ‘p’ aspiration is obligatory) suggested that these aspirated and unaspirated allophones of English /p/ are in complementary distribution, only one appearing in each potential English phonological context. A more interesting point is that other pairs of English segments with similar distributions: stick vs tick; scoff vs cough, where again the s_V context requires an unaspirated allophone [p, t, k] and the #_V contexts requires an aspirated one, [pʰ tʰ kʰ]. Why these three? Not only are {p,t,k} all voiceless stops, they are also the language’s only voiceless stops – in other words, they form the English natural class of voiceless stops. So rather than listing the unrelated behaviours of three phonemes, the English phonology can make broader generalizations like ‘voiceless stops are aspirated word-initially’ (and so on, describing other environments).

Given the wealth and complexity of phonological processes, it is not surprising that several different sets of phonological features have been proposed. This textbook is not designed to provide much insight into choosing between their specifics, and our feature set will lack many necessary bits, but it will

---

7 To see this history in its original unfoldings, see: Trubetzkoy (1939); Jakobson (1941); Jakobson, Fant and Halle (1952); Jakobson and Halle (1956); Chomsky and Halle (1968).
make use of a crucial, small set of feature types that most phonologists would recognize. Here we will present them by trying to introduce as little confusing detail as possible. Let’s begin with features describing place of articulation:

(5)

<table>
<thead>
<tr>
<th>Place features</th>
<th>Major/Primary Place</th>
<th>Minor/Secondary Place</th>
</tr>
</thead>
<tbody>
<tr>
<td>labial</td>
<td>+/-labiodental</td>
<td></td>
</tr>
</tbody>
</table>
| coronal                          | +/-anterior          | [+ant] = dental, alveolar  
                                        | [-ant] = postalveolar, retroflex  
                                        | note: palatal = [coronal AND dorsal] |
| dorsal                           | +/-low               | [-low] = velar         
                                        | [+low] = uvular               |
| pharyngeal                       |                     |                       |
| glottal                          |                     |                       |

Note that the major place features are monovalent in this table, meaning they are simply attributes that a segment does or does not have – you can be labial or not, those are the only two options. Those minor places features within a major place class, however, are treated as bivalent, so that for example all [coronal] segments can in principle be specified as either [+/-anterior].

Turning to manner features: these are sometimes the hardest for students to get a handle on, so the table in (6) adapts a way of laying them out from Hayes (2009):

(6)

<table>
<thead>
<tr>
<th>Manner features</th>
<th>stops</th>
<th>affricates</th>
<th>fricatives</th>
<th>nasals</th>
<th>liquids</th>
<th>glides</th>
<th>vowels</th>
</tr>
</thead>
<tbody>
<tr>
<td>-sonorant</td>
<td>[+sonorant]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-delayed release]</td>
<td>[+delayed release]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[+/-strident]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-continuant]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-approximant]</td>
<td>[-approximant]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[+approximant]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-vocalic]</td>
<td></td>
<td></td>
<td></td>
<td>[-vocalic]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[+vocalic]</td>
<td></td>
<td></td>
<td></td>
<td>[+vocalic]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-syllabic]</td>
<td></td>
<td></td>
<td></td>
<td>[-syllabic]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[+syllabic]</td>
<td></td>
<td></td>
<td></td>
<td>[+syllabic]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The first big distinction in manner is [+/-sonorant], distinguishing the obstruents from the sonorants; we will have much more to say about this property of sonority in later chapters. Notice that most other manner features are only defined for a subset of the manners discussed here; note too that the status of nasals as [+continuant] is a rather non-standard assumption here (you will eventually see why in Chapter 5). There are also a few missing features here: two that we will need are [+/-lateral], [+/-tap] (or flap) and [+/-trill]. Finally, we will also use the feature [+/-nasal] which can be used to describe any consonant or vowel.

The laryngeal features we will use include [+/- voice], [+/-aspirated] and [+/-constricted glottis], the last of which describes sounds such as ejectives, ‘tense’ consonants (see Chapter 5), and creaky vowels.

Beyond the manner information above, we will have fairly little to say about vowel features, simply because this text is quite vague about the acquisition of vowels. However, we will use the terms [+/-high], [+/-low], [+/-back] and [+/-round] to describe them, in accordance with their location in the vowel space (see again the IPA vowel chart on page 28). Note also that in Chapter 6.2 we will spend some time discussing how the place features of consonants and vowels line up. In addition, we will need to be able to refer to two prosodic qualities of segments as features: [+/-long], which distinguishes phonemically long vowels and geminate consonants, as well as [+/-stress] (which is not that common a feature, and very possibly for good reason, but is used in e.g. Hayes, 2009). These will appear when necessary.

To re-iterate: this text is not especially committed to the details of any particular featural description, but there are times when we will have evidence from child phonology to prefer one version to another. If this is your first time using phonological features to understand speech patterns, you will want more background, for which see the chapter’s further readings. If you are not sure whether you need more or not, make sure to use the exercises here and at the end of the chapter to evaluate.

**Exercise 2:** Using the features just introduced, how could you describe the English ban on #tl? That is, what features are not allowed in that word-initial sequence?

**Exercise 3:** Now look at this larger set of data, listing possible and impossible word-initial segments in the author’s dialect. Can you give a more general featural account of what features cannot co-occur word-initially? It’s not a completely simple pattern, but you can get started …

---

8Some speakers may also judge *dwin* or *gwin* as bad enough to be impossible, and may judge *bwin* as good enough to be possible. We do have rather few #dw words in English – e.g. *dwarf*, *dwell* and the name *Duane*; #gw is really only found in names like *Gwenneth* so its status may be truly marginal. While we have no native words with #bw, some speakers may be too familiar with Spanish words like *bueno* to keep the English judgments crisp.
This question is designed to show you two things: first, that featural description makes more sense out of a list of facts like (7) than was previously possible, and second, that features are often not well-suited to explaining all the details of a phonological phenomenon, such as the intricacies of place dissimilation among word-initial consonant sequences. Both of these claims will be reinforced throughout our study of child phonology, and we will build a grammar that uses features to describe patterns, but uses other mechanisms to describe the relative importance of each pattern and their individual (principled) exceptions.

**Exercise 4:** Below are examples of alveolar and velarized English laterals, in just four environments. What’s the distribution of the two laterals?

First describe the phonological environment of each column – that is, find a phonological context that includes all the members of each column, without including any members of any other column. Secondly, describe the context for each lateral allophone, and then see if you can describe the two allophone’s contexts each with a single description. If not, how close can you get?

### 1.3 Phonology above the Segmental Level

This section moves on to larger groupings of speech sounds above the segment, called prosodic units, which the phonological grammar can constrain and organize. This textbook will be primarily interested in the acquisition of three prosodic units: *syllables*, *feet* and *words*. 
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